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INTRODUCTION

The development of new materials preparation techniques including
molecular beam epitaxy and metal-organic chemical vapor deposition have
made possible the design of materials at the atomic scale. These
technological developments are making possible a whole new set of
electronic concepts that are likely to be the key technologies for the 1990's
and beyond. Research supported under this contract was aimed at
addressing some of the key questions in this field.

One of the major applications of these new device preparation
technologies is the production of electronic devices that are likely to be
replacements for the standard transistors now employed in the period well
beyond the turn of the century. One version of these is resonant tunneling
devices in which electron waves incident on a double barrier structure are
resonantly transmitted through a central quantum well. This phenomena
leads to a negative resistance and is capable of producing bi-state electronic
devices. Part of the research program here has been aimed at achieving that
subject.

A second major issue that is addressed in this research program is the
possibility for growing various materials combinations in molecular beam
epitaxy or metal-organic chemical vapor deposition. Notably in this work
we attack two major problems. One of them was a study of the role of strain
in determining the quality of epitaxial layers grown in standard
semiconductor systems. Historically, one of the major issues has been the
role of strain in determining the compositional clustering of atoms in thin
films grown by MBE or MOCVD. Other areas of intense interest in growth
are the possibilities of growing heterostructures involving materials with
very dissimilar electronic properties. One of the major efforts of this
program was to attempt to combine superconductors and semiconductors.

Finally, one of the major applications for tunnel structures is in high
speed. Hence one of the principal activities of any research program in this
area is to attempt to make measurements of the high speed transient behavior
of tunnel devices.




The major contributions in each one of these areas is outlined in the
following sections. For completeness, copies of the publications are
included in the appendices. One of the major outputs of any research
program is the training of graduate students. A list of the graduate students
trained into this program is included in a section just prior to the major
concluding section.

MAJOR CONTRIBUTIONS
Tunnel Devices

Three major contributions were made under this program in the
area of tunnel devices. We made the first self-consistent calculation of the
electronic wave functions in gallium arsenide/gallium aluminum arsenide
interfaces with relevance to tunnel devices. The major issue addressed in
this effort was to obtain the proper wave functions at the interface for
developing a better understanding of the potential profile and the character
of the wave function just prior to tunneling in the tunneling device. None of
the previous workers had actually carried out self-consistent calculations.
We find that there are major modifications in the electronic wave function
and in the potential due to self-consistency. The results of this research are
presented in the paper included in Appendix 1.

One of the major issues in the theory of tunnel devices is proper
prediction of the peak-to-valley ratio. Much of the theory to date predicts
peak currents correctly but has great difficulty in predicting valley currents.
Under the support of this program we carried out a study of the role of
inelastic phonon scattering in determining valley currents. Basically,
phonon scattering processes can effectively broaden the resonance in the
tunnel structure and lead to an increase in the valley current. Theoretical
studies based on the inclusion of optical phonons as well as acoustic
phonons in this process have indicated that the phonon scattering mechanism
can change the valley current by literally many orders of magnitude. The




details ofthis research are contained in the publication included as Appendix
2.

Another major issue in the development of tunnel devices is to come
up with new materials combinations which can lead to better tunnel device
performance. One possibility explored under the support of this program is
the combination of III-V/II- VI heterojunctions. Notably systems such as
gallium arsenide/zinc selenide and indium arsenide/zinc telluride are
attractive for application in tunnel devices. In these systems the wide
bandgap II-VI semiconductor zinc telluride or zinc selenide acts as a barrier
layer replacing the III-V semiconductor that has been historically used as the
barrier. The results of this theoretical study are contained in detail in the
paper included as Appendix 3.

One of the major issues in the determination of the performance of
tunnel devices and many other heterojunction-based electronic device
structures is the value of the band offsets. Under the support of this program
we carried out some of the first measurements in our new MBE esca system
of the band offsets for the extremely well-studied gallium arsenide/gallium
aluminum arsenide system. Because of the unique features of having an
MBE connected to an esca facility we were able to study the commutivity of
the band offset for the (100) structure which is the one that is predominantly
used in making devices. The results of this effort are included in the
publication in Appendix 4.

Another area of intense importance in the development of small
device structures is the role of fluctuations. The atomistic nature of all the
materials used in making these devices plus the importance of doping leads
to an inherent role of fluctuations in all electronic devices of this type. One
of the problems being treated under the support of this research activity has
been the role of fluctuations. Notably we were interested in treating the
percolation problem under finite size considerations. The results of this
research effort are included in Appendix 5.

Yet another of the other major areas of interest in tunnel devices is
their high-speed performance. Tunneling times are thought to be measured




in the picosecond range for these device structures. Under the support of
this program we carried out some of the first measurements of the tunneling
times for the high-speed tunnel devices. Using a novel photoluminescence
technique which measures the tunneling of electrons and holes out of the
central well, we were able to explore the transient behavior of tunnel
devices. The major results of this study are included in a publication which
has been attached as Appendix 6.

Growth

Under the support provided by this contract we carried out two major
studies of growth. First, we carried out a theoretical study of the role of
strain in producing phase separation in epitaxial layers. In this pioneering
effort on our part which has now grown into a full blown activity by a
number of key investigators, we examined the possibilities for strain induced
phase separation in alloy layers grown by the modern growth techniques.
While we found that such a driving mechanism would not be important in
the gallium arsenide/gallium aluminum arsenide system, for other systems it
could lead to substantial phase separation. The details of this theoretical
work are included in Appendix 7, which includes the published paper.

One of the major areas of intense interest is the possibility for growing
superconducting materials on semiconductors and then growing
semiconductor materials back. Successful development of this materials
technology could lead to a whole host of new device possibilities. For
example, highly controlled Josephson junctions could be grown in this
method. The possibility of exploring semiconductor-enhanced transition
temperatures in superconductors would also be explorable with this method.
The incorporation of superconductors in a natural epitaxial way with
semiconductors could lead to a whole new set of device concepts combining
the importance of semiconductor electronic properties with some of the
novel aspects of superconductors. One of the most attractive possibilities for
this is the growth of vanadium III silicon on silicon. Theoretical studies
previously supported by the Office of Naval Research have indicated that
this particular system has a good lattice match between vanadium Il silicon
and the silicon substrates. Hence one might hope to be able to grow this




system in an epitaxial fashion. However, there are some inherent
difficulties. Notably the desire to grow a metal-rich, that is vanadium-rich,
phase on top of a semiconductor or vice-versa in a very thin layer suggests
some difficulties.

Under research provided by this contract we were able to demonstrate
the growth of vanadium III silicon on silicon substrates. During this study
we were able to obtain thin layers of vanadium III silicon on silicon
substrates for superconducting transition temperatures close to those of bulk
vanadium III silicon. The various parameters governing the growth of these
superconducting layers on semiconductors were explored. While the
materials to date have not been single crystal but have consisted of relatively
small grain polycrystal in vandium III silicon, the success of growing a
superconducting metal-rich on top of a semiconductor is a major step in the
right direction. This set of experimental results is included in the papers in
Appendices 8 and 9.

GRADUATE STUDENTS TRAINED INTO THIS RESEARCH
PROGRAM

The support provided by this program made substantial contributions
to the training of five Ph.D. students. Their names are Alice Bonnefoi,
Wesley Boudeville, Matthew Johnson, Yasantha Rajakarunanayake and
George Wu. Each of these students is continuing to make contributions in
their own scientific environment.

CONCLUSIONS

Under the support of this contract a number of major contributions
were made to the development of nanostructures for microelectronics.
Fundamental studies of growth have led to a better understanding of the role
of strain in epitaxial layers grown on semiconductor substrates. The
possibilities for growing superconductors on semiconductors and vice-versa
have taken a major step forward with the successful growth of vanadium III
silicon on silicon. The basic theory of tunnel devices including the role of
phonons and self-consistency has been explored. New device structures




based on the combination of III-V and II-VI semiconductors have also been
examined.

Research provided under the support of this contract has made a
substantial contribution to the development of microelectronics into the turn
of the next century.
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" |1 DESCRIPTION OF THE MODEL

Self-consistent solutions of electronic wave functions at GaAs-Al,Ga,_,As

interfaces
Y. Rajakarunanayake and T. C. McGill

California Institate of Technology, Pasadena, California 91125

(Received 23 March 1987; accepted 23 April 1987)

We report the first study of the self-consistent electronic wave functions at a heavily doped
GaAs-Al,_ Ga, _, As interface. The doping densities in the GaAs are between 10'7 and 10'°
cm ™3, These doping densities are characteristic of tunnel structure devicss. The Schrédinger
equation is solved self-consistently in the Hartree approximation. Some of the more important
results of our calculations include the fact that there is only a single subband level in the well for a
wide range of biases. This level is also fairly loosely bound (bound by a few meV) in spite of the
fact that the notch at the interface is on the order of a 100 meV. In accumulation layers, the
potential at the interface is somewhat similar to the non-self-consistent one. However, in
depletion layers the self-consistent potential can be substantially different from the one obtained

in the Thomas-Fermi approximation.

I. INTRODUCTION -

In this paper we have studied the self-consistent potcntzal,
and the associated electronic wave functions that exist at
. heavily doped GaAs-Al Ga, _, As interfaces. These inter-
faces occur very commonly in single-barrier, and double-
barrier  heterostructures made of GaAs and
Al Ga, _, As.""? For example, let us consider a single bar-
rier structure which consists of GaAs electrodes and a
Al_Ga, _, Asbarrier. To describe the tunneling of electrons
through this barrier, we have to study the response of GaAs
electrons to an applied voltage bias. When the applied-elec-’
tric field is perpendicular to the interface, accumulation and
depletion layers are formed at the interfaces of the barrier on
either side. With the self~consistent theory developed here,
we are able to account for band bending and the details of the
screening charge near the interfaces. These self-consistent.
solutions given here are of major interest because band bend-

ing plays 2 major role in determining the tunnelmc current .

and other device properties.>*!?

The first part of this paper discusses the details of thc'

Hartree model, and the important elements of self-consistent
calculations. In the next part we discuss the results obtained
for accumulation layers, and depletion layers separately.

Two representative accumulation layers, and two depletion -

layers are studied in detail to explain the general features of
the solutions. For each of these cases, the corrspondmg
wave functions, carrier densities, and the potentials are in-

' 'cludedmtheﬁgurs.Oneoftheaxmsofthxspapcrlsto':‘

compare the merits of the Thomas-Fermi theory versus the

‘delf-consistent theory. Thus the corresponding Thomas~ - °
s }’enm results are also discussed along with those of the self-
“"consistent theory. The last section of thxs paper constitutes a’

- brief summary of the major results.

s et

In our investigations, we have used the self-consistent
Hartree model’® to treat the accumulation and depletion
layers that are formed in GaAs-Al Ga, _,As heterostruc-
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tures when a potential bias is applied. Right from the begin-
ning, we can isolate the two interfaces of the barrier and
study each side separately, since the coupling between the
two sides is exponentially small as far as the electrostatics of
the problem is concerned. Here the conduction band elec-
trons of the heavily doped GaAs at the I point are allowed to
rearrange themselves to provide the screening of the external
electric field. The motion of these electrons are assumed to
be described by a simple effective mass Schr3dinger Hamil-
tonian. Since the I" point of GaAs is isotropic, we can char-
acterize the effective mass m* by a simple scalar quanmy

. In the Hartree approximation, each electron moves in the

‘average electrostatic potential produced by all the other con-

duction electrons, and the uniform positive background due
to the ionized donors. However, the forces acting on the
electrons can be separated into two categories. The first cate-
gory is the coulombic electrostatic forces that are accounted
correctly by the Hartree term. The other category is the ex-
change and correlation forces that arise due to the statistics
of spin } Fermions. In principle these exchange terms have to
be included in the Hamiltonian to correctly describe the mo-

- tion of the electrons. However inclusion of these terms usual- ‘

ly constitutes a many-body problem, and canmot be ade-
quately described by an independent electron picture. The
strength of the exchange—correlation force compared to the
electrostatic force depends on the parameter r, of the medi-
um. Here 7, is the interelectronic spacing expressed in the
units of the effective Bohr radius. Thus for heavily doped
‘materials with high dielectric constants and low effective

- masses, we can arguoe that the exchange terms are subdomin-
- ant. Fortunately, heavily doped GaAs has a small effective

mass and a large dielectric constant, and thus we can be
contented with onlyincluding the Hartree term of the poten-

- tial in the Hamiltonian. The various approximate methods

available for estimating these exchange and correlation po-
tentials as functionals of the local-electron demsity, that go

“under the name of “density functional methods” will not be

discussed here.'?> We have also ignored the electrostatic im-
age forces that arise near the interface due to the differencein

£ 1987 American Vacuum Society 1288
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the dielectric constants of the two materials.

In our model the GaAs-Al, Ga,_,As interface is as-
sumed to be sharp. This ezables us to treat the potential seen
by the conduction band electrons of GaAs near the interface
as a simple potential step with the appropriate magnitude of
the conduction-band offset. The band offsets that occur in
our structures are usually about 200 meV. This corresponds
to an Al Ga,_,As layer with a value of x=0.3. We have
also limited our attenton to degenerately doped n-type
GaAs electrons, -at zero temperature. However a similar
analysis can be performed on p-type semiconductors, and

- other direct gap materials, with only minor modifications to

account for the finite temperatures. The effective mass of
GaAs used is m* =0.063m,, where m, is the bare electronic
mass. The effective mass of Al Ga,_,As used is
m*=0.092m,. The background material (filled-valence
electrons and ion cores) is assumed to be passive except to
provide the uniform dielectric constant of the medium. In
GaAs €= 13.1¢,, where ¢, is the permittivity of the vacuum.
In Al Ga, _,Asex=12.2s,

The potential ¥V is chosen to be zero far away from the
interface, on the GaAs side. When the GaAs is attached to
the negative electrode, electrons see an aftractive potential,
near the barrier. Thus an accumulation layer forms, and the
potential is lowered below zero at the interface. However,
when the GaAs is attached to the positive electrode, then 2
repulsive potential is formed at the barrier. In this case a
depletion layer is formed and the potential is raised above
zero near the barrier. We have chosen the z axis to be perpen-
dicular to the interface. Thus, taking into account that there
is no variation of the potential in the x-y plane, one can
readily reduce this prcblem into a one-dimensional one.
However, in matching the boundary conditions at the inter-
face, the parallel component of the wave vector of each elec-
tron k is assumed to be conserved across the interface.
When solving the self-consistent problem in the accumula-

tion r=gion, one also has to consider the bound states that can:

occur in the potential well
In a typical self-consistent iteration scheme, we start w1t.h
a guess for the form of the potential, and soive the one-di-

mensional Schrédinger equation. From these solutions, we

then compute the charge density due to all the other conduc-
tion electrons, and the positive backsround. Using the
charge density computed in the last step, we next solve the
Poisson equation to obtain a new potential. The details of the

various schemes used to achieve the convergence will not be

discussed here.!® A simple-minded scheme that works with
considerable success is to modify the input potential by feed-

ing back a fraction of the difference between the output and
the input potentials of the last iteration.® We have found that
an exponentially decaying potential with the appropriate

Thomas-Fermi decay length works as a very good initial

guess for starting the self-comsistent iteration scheme. fe
In this section, we illustrate the solution of the Schrd-
dinger equation in the effective mass approximation, fora -

guess Hartree potential ¥(z). With the above assumptions,

we can write the wave functions for this problem as

¥(2)e™"e"™”. The resulting solutions, ¥(z) are the set of en-

velope wave functions, in the z direction. The actual wave

J. Vac. Sci. Technol. B, Vol 5, No. 4, Jul/Aug 1987

functions are a product of these envelope functions, and the
appropriate microsccpic Bloch functions. We have mea-
sured the energy E, cf the electron also with respect to the
zero of the potential. If we introduce ¢ = &, to simplify the
formulas, then we can write

i

E, = x+k:)‘+€q,
where
_Re_ R
T am* T 2mt

Substituting these relations into the three-dimensional

Schrodinger equation gives us the familiar one-dimensional
Schrddinger equation

# d :
T 2m* 47

When we solve this equation for positive energy by the
above-described method, we consider incident waves im-
pinging on the barrier from infinity, that reflect back from
the barrier with only a negligible transmitted component.
The boundary conditions are such that the exponentially in-
creasing solution in thebarrier is discarded. At the interface,
we have also matched the boundary conditions that the cur-
rent and the amplitude of each wave function be the same on
both sides of the interface. The incident and the reflected
waves interact to give solutions of the form which have the
asymptotic forms, ,%*~sin’(gz — 7), far from the bar-
rier. The normalization of these continuum states have to be
done with considerable care. Thus we introduce a macro-
scopic normalization length L, and a cross-sectional area 4
for the bulk of GaAs in the tunnel structure, and let L — o at
a later point of the calculation. Then we choose

¥, (2) ~V2/L sin(@z~7)

as z— . Each state 9, (z) we obtain is the only allowed
linear combination of +gand — g states. So we have tosum
only over one-half of the Fermi sphere with ¢ > O to obtain
the charge distribution. When there are bound states, we also

— ¥, (2) + V(Z)Va, (2) =¢€,9,(2) .

normalize their wave functions #, (z) by the condition

J- ¥ (2)Y, (2)dz =1
for each bound state. Defining

b, (2) =\TTL @, L

we can write the contribution to the charge dcnsuy from the
mobile states as - o

2e), f ’ﬂ-(k’ q’)sv (2)¢7., (2)dg

:"mob ()= — Q

- after dividing out by the factor A (cross-secnonal area). In-
* troducing u = ¢/k,, we can write this expression as

P (2) = — s
27

(1 — g 2(2)p, (2)du .

Thus in the large z limit since the average value
{p *(2)@, (2)) = 1, weimmediately recover the negative of
the background doping density p,., giving a net charge den-

sity of zero at large distances away from the barrier. Here
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() = ek
Prci®) =30 .
for uniform doping. Similarly for bound states,
‘ —ek: = E,
Prou(2) = =3y (l ———) (@Y (2) ,
a i=1 \ EF

where n is the number of bound states in the well. Here E is
the energy of the 7th bound state, measured with respect to
the zero of the potential Thus the total charge on one side
per unit area is .

L —w .
Q =f [ Poou () + Paon (2) + Prac (2) ] dz
0

= J' Pt (2)dz.
0

Notice that it is proper to let L — o here because at this point

of the calculation all oor formulas are expressed in terms of -

quantities independent of L. This excess charge Q per unit
areais negative in accumulation layers, and positive in deple-
tion regions, and is in fact a boundary condition of the prob-

lem. Now in order to find the potential, the total charge

density p,, (2) is plugged into the Poisson equation and inte-
grated,

-

E v(z) = gpw, (2).

Using v(z) is different from V(z) if a self-consistent solution
is not found. Thus we iterate this scheme with different
guesses ¥(z), untl the self-consistency condition

V(z)=v(z) is satisfied to the dgsired numerical accuracy. -

Iil. RESULTS ,
A. Accumulation regions : L

One unportant feature that we dxscovered in our mlcula—
tions was that there is only a single-bound state in the GaAs—
Al, Ga, _ . As accumulation well for a wide range of applied
biases. This observation was confirmed for doping densities
ranging from 10'7 to 10" cm —?, when the applied potential
drop in the layer was between 50-100 meV. We have also
found that this bound state is very loosely bound. The typical

binding energies that we observed usually amounted to <20 -
meV, and were about 5%—15% of the well depth. In retro-
spect, the evidence that there is only a single-bound state
makes the application of the semiclassical theory to this
problem invalid. The Thomas-Fermi semiclassical thcory of
screening is valid only in a regime where there are a large -
number of bound states in the well. This is the assumption -
that enables one to incorporate the extra bound dectrons )
into the Fermi sea. The Wentzel-Kramers—Brmoum " * to accurately account for the tunneling current. We also see
~ (WKB) approximation for exgcnvalua predicts that the.»_"{ '

- number of bound states n in a semxclassmal well is gwen by : <" tions from plane wave states is reduced. Thus thclow lying

.conduction-band electronic states are the ones that are most
‘distorted by the potential. Each solution here is constructed

with an incoming wave and a reflected wave that is almost
Thus we see that the sumber of bound states n~m. We )

"~f ,_z,nty(z)d v_-'..f

could then argue that, in the GaAs system with a very small
effective mass, one has to use a self-consistent model instead
of the Thomas-Fermi model since the number of expected

J. Vac. Scl. Technol. B, VoL 5, No. 4, Jul/Aug 1987
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FI1G. 1. Representative wave functions of accumulation !avexs. Vp is the
potential drop in the GaAs layer. Note the decrease in the amplitude of y*
near the barrier. The respective energies of the electrons are indicated in
meV. These curves are normalized to have an asymptotic form of
2 sin®(gz — 7) far away from the barrier. The energies are measured with
respect to the conducticn band edge at infinity.

bound states in the well would be sr.ﬁall. The discovery that
n = 1 verifies this hypothesis and further indicates the im-

- portance of using a self-consistent model.

In Figs. 1(a) and 1(b), we have shown the accumulation
layer self-consistent wave functions of two typical unbound
states The doping density is 10'® cm ™2 in Fig. 1(a) and 10"’
cm~? in Fig. 1(b). These are the wave functions of the mo-

. bile states when a potential difference of ¥, is allowed to

drop in the GaAs layer. In the graphs, the normalization of
these states is done in such a way that far away from the
barrier the value of #, y* approaches 2 sin?(gz — —7). This
normalization schcme allows us to compare the relative dis-

tortions that occur in each wave function as a function of
_energy and distance. In all these graphs, we definitely see a
: "lack of negative charge near the barrier. The decaying expo-
. nential tail of these states gives rise to the tunneling current

on the other side of the barrier. Thus it is very tmportant to
know the amplitude of these wave functions at the interface

that, as the energy of the electrons is increased, their distor-

exactly in anti-phase with each other. (The phase difference

- would be exactly = if the barrier was infinite.) The definite
- phase difference between these two waves plays an impor-

tant role in ngmg risetoa self-conswtcnt charge density that
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'FIG. 2. Corresponding carrier densities obtained from the wave functions of

Fig. 1. The seif-consistent (SC) carrier density is the sum of the two curves
mobile + background, and bound carrier densities. Notice that the seif-
consistent curve is very different from the Thomas~Fermi prediction. There
is an excess of negative carriers, 5.7X 16'! cm~?in case () and 4.9 10"
cm~? in case (b). ’

! - has Friedel type oscillations. However, when a scattering
event occurs, the phase difference between these two waves
would be randomized. Thus scattering would lead to an ex-
~ ponential decay in the Friedel oscillations of charge density.
The length scale of this phenomenon can be estimated by
assuming that scattering at low temperatures is predomi-

- nantly charged impurity scattering. Realistically we can rep-

resent ¥,y =1 — cos(2gz — 27)e~%* in this case. Thus

 the definite phase relationship due to the reflection frem the

barrier would decay beyond a typical scattering length A

" away from the barrier. A calculation we did with a crude

model suggests that A=1/ke. As these figures also illus-

. trate, higher energy electrons penetrate more into the bar-

rier, and thus would play a more important tole mn current

" conduction. -

_* In Figs. 2(a) and 2(b) the dashed curves dcnoted by

" -“bound” shows the bound state contribution to the charge

" density. All curves shown here correspond to the wave func-

tions of Fig. 1. This bound charge arises from the two-di-

. mensional subband of electrons that is bound in the GaAs

P accumulauon well. This curve also resembles the shape of

" the wave function #,$? of the boand state, since these two

* quantities are proportional to each other. The average ‘spa-

- tial extent of these bound states is about 200~300 A, and the

. peak of the bound state charge density occurs around 50-100

A. These states show the expected trend that smaller binding

" energies results in states that have a larger spatial extent. The

moblle state charge density plus the positive background
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charge density is shown as the dashed curve denoted
“mobile + background.” Thus when we are sufficiently far
away from the barrier, the mobile state charge density and
the positive background cancels each other out to give a neu-
tral medium. One poticeable feature of the mobile state
charge density is that it is depleted near the interface. Thus
the dashed curve has a net positive charge density due to the
dominant positive background near the interface. The rea-
son for this lack of charge very near the barrier can be under-
stood in terms of the boundary conditions that dictate expo-
nential decay of the wave function inside the barrier. Thus,
in accumulation layers as well as in depletion layers, the
interference of the incoming and the reflected waves pro-
duced only a small amplitude of the wave funcdon at the
barrier. This is one of the major contrasts to the Thomas—

Fermi theory of scresning which predicts a charge density

that also dips down to 2 maximum negative value at the

interface. Figures 2(a) and 2(b) clearly show this difference

between the charge densities of the Thomas—Fermi and self-

consistent models. However, another reason for the lack of

" charge is that the mobile states have to be orthogonal to the

bound state in this region. Thus, the presence of the bound
state in the well expels the mobile state electrons further

" away from the well, causing a lack of charge (a hole-like

state) in the vicinity of the bound state. This is purely an
effect due to the orthonormalization of the mobile states
with respect to the bound state. Both these effects gives rise
to depletion of the mobile electrons away from the well re-
gion even in the accumulation layer. These curves also un-
dergo abrupt jumps as they cross the barrier and enter the
undoped AlAs side. This is merely an artifact of the disap-
pearance of the background positive charge as we go from
the doped-GaAs side to the undoped-Al, Ga, _ . Asside. We
are also able to observe the fraction of the electron charge
density that has penetrated inside the barrier in these curves.

The solid curve denoted SC (self-consistent) is the sum of

the charge densities due to the positive background, bound
electrons, and the mobile electrons, and is proportional to
Proe (2). This is the charge density that is used in the Poisson
equation to determine the self-consistent potential Another
interesting feature of the self-consistent charge density curve
in Fig. 2(a) is that there i is a dipole layer at the interface that
has an extent of about 20 A on each side. However, in the low
doping case of Fig. 2(b), we do not see the formation of such
a dipole layer. The excess negative charge that produces the
dip in the potential mainly comes from the bound state. The
bound state charge density in this region is 2-5 times the
magnitude of the background doping in Fig. 2(b). By com-
paring Figs. 2(a) and 2(b) we also see that the relative im-
portance of the bound state in accounting for the charge
density is greater in the low density 107 cm"’ case than in
the high density 10" cm 2 case. .-

In Figs. 3(a) and 3(b) we sce the potennals cormpond—
ing to the wave functions of Fig. 1, and charge densities of
Fig. 2. The exceptional closeness of the self-consistent poten-
tial and the Thomas-Fermi potential is indeed surprising,
considering that the resulting charge densities are quite dif-
ferent. One way of understanding this is to say that, the pres-
ence of the bound state in the well aiters the unbound states
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F1G. 3. Corresponding potenrial for Figs. 1 and 2 above. Notice the similari-
ties between the Thomas-Farmi (TF) and self-consistent (SC) potentials,
in the accumuiation layers. The bound states are very loosely bound, with
binding energies of 5.8 meVin (2) and 11.6 meV in (b). The applied poten-

tial drop is 50 mV in (a) and (b). -

wave functions so as to produce an orthonormalization hole '

in the conduction band.™!! This orthonormal hole-like state
that exists in the conduction band moves in correlation with
the bound state in response to external biases so as to make
the total charge in the layer a continuous function of the
applied bias. An analogous result has been proved by Kohn

and Majumdar even in the event when the number of bound .
“states in the well is variable. Thus, if a bound state vanishes

at a certain strength of the applied bias, the significant frac-

- tion of charge that vanishes with it reappears in the conduc-

tion band as unbound charge. This corresponds to the rear-

" rangement of charge that takes place due to the vanishing of - -

the orthonormal hole. This enables one to lump the behavior

- of the bound state and the orthonormal holelike state from -
the continuum as a simple excess of charge that monotoni- *

.. cally increases with the applied bias. This reduces to the rier. Again thxs Ieads to Fnedel oscillatxons in the chargc

.same type of behavior that the Thomas-Fermi theory exhib- s density.

- its. This form of behavior, added to the constraint that the

.Depletlon regions - - -' %

dcplctxon layers. These are also normalized in the same way

. “asin Figs. 1(a) and 1(b), to obtain their asymptotic formsof

2 sm’(qz - 1,) to the farleft-hand side of the barrier. Results
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I Figs 4(a) and 4(b) we see the wave funcuons of typwal

Distance(A)

_ F175 4. epresentative wave functions of depletion layers. V) is the poten-

tial <rop in the GaAs layer. Notethatthesemresunhlzphnevnvesm
‘the depletion region, unfike in the accumulation region of Fig. 1. The re-
spective energies of the electrons are indicated in meV. These curves are
normalized to have an asymptotic form of 2 sin*(gz — ), far away from the

-barrier, Theenergxsaremasumd with respect to the conduction band edge

at infinity.

~ are presented for a doping density of 10!° cm=3; in Fig. 4(a)
. and 10" cm™? in Fig. 4(b). These electrons are reflected

before they hit the barrier due to the repulsive self-consistent
potential, that bends upwards in these layers. Thus the com-

- poneat of their wave functions that penetrate into the barrier
- is vastly reduced from thiose in the accumulation layers. We
_ also see that these solutions are much less distorted from

planewavathanmthe&seoftheaccumulanmlayus.'lhxs
lack of distortion can be attributed to the lack of the bound
state on this side of the barrier. Thus there is no distortion

"“due to the orthonomalization requirement. One other no-
. ticeable result is that these waves actually undergo a slight
- accumulation in the first half wavelength away from the bar-

-*Figures 5(a) am'l S(b) show the eorrsponding charge
densities of the wave functions of Fig. 4. The solid line SC is

~+"the self-consistent charge density which is the sum ‘of the

mobile electron contribution and the backgromd positive
ion contribution. In Fig. 5(a) a very small potential drop
(20 meV) is applied with a deficient charge density of -
9.0X 10" cm™2 On the other hand, in Fig. 5(b) a larger

* potential drop (40 meV) éompared to the Fermi energy

* (Ep =12 meV) isapplied with a deficient charge density of
2.2X10" cm ™2 Here we clearly see the long-range Friedel
oscillations in the charge density that are characteristic of
self-consxstent mlcnhtxons. ’l'hey donotdecay withan expo-
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Fi1G. 5. Corresponding carrier deusities obtained from the wave functions of
Fig. 4. The self-consiszent (SC) carrier density, and the: Thomas-Fermi
(TF) carrier density are quite different. Notice aiso the character of the
long range oscillations of the self-consistent charge density. Thereisa dcﬁ-
ciency of negative carriers, 9.0 10'! cm =% in case (a) and 2.2X 10 cm

in case (b). .

nential decay envelope although their amplitudes are small.
: . These oscillations are dominant at high-doping density,
small applied positive bias, and low temperatures. From a
: physical point of view the long-range oscillations i in the
screening charge arises from a sharp Fermi surface. The rea-
son is that it is not possible to construct 2 smooth function
free of oscillations with the restricted set of waves g <kp.
Thus, the screening charge will always exhibit oscillations

. dies as an inverse power law, in contrast to the Thomas~

" Fermi result that predicts an exponential decay rate. How-
L " . “ever, at finite temperatures, these Friedel oscillations die out
© =, withanexponential factor proportional to k» 7. Thus, inreal
i/ “:._ . systems at finite temperature, the significance of these oscil-

- charge density with the Thomas-Fermi charge density. In
the fully depleted region which occurs in Fig. 5(b), these -

" two charge densities resemble one another. However, int the .

region beyond this, the difference is significant. This is main

a-“

-aa i \

ties predicted by the two theories. There is also no apparent

- dipole layer on this side of the barner \mhkc in the accumu- °

. lauon layers. - ‘.,':_,5 @

" -InFigs. 6(a) and 6(b) the self—consxstent potenual corre-
sponding to the wave functions of Fig. 4, and the charge

* density of Fig. 5 is shown. The self-consistent potential and -

-~ the Thomas-Fermi potential for the depletion layers canbe -
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appronmately at 2k, twice the cutoff frequency. The selfj :

A tent also has a deca: el that'.u = :
consistent screening charge e the Thomaes . IV coucwsnou

. lations is negligible. The figures compare the self-eons:st:nt

" Iy due to the difference in the long-range screening ‘proper- -

significantly different from each other. The agreement .
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" Fi6. 6. Corresponding powntial for Figs. 4 and § above. Note that in deple-

tion layers, the self-consistent and Thomas-Fermi potentials can look very
different from each other, as illustrated in case (a). The applied potential
drop is 20 mV in (2) and 40 mV in (b).

between these two curves is worse in depletion layers than in
accumulation layers. The reason for this difference is the
assumption that the charge gets depleted in an exponential
manner with 2 Thomas-Fermi decay length is not a valid
one. In fact, the screening charge decays in the Hartree case
with an envelope function of an inverse power law as dis-

- . cussed above. We also discovered that the Thomas-Fermi

solution lies above the self-consistent solution in highly
doped cases, and below the self-cons:stent solution in hghtly
doped cases. . , . ‘

In concluslon, we see that the ‘l'homas-—Fenm theory is

. quite good at describing the potential in accumulation layers
. - although it does a poarjob at describing the charge densities.

Our results indicate that by assuming the actual potential to

- be given by the Thomas-Fermi form, and solving for its ei-

"-genstates and eigenvalues one can obtain answers that are
very close to the self-consistent ones. . Thus, mlcuhtmg the
charge density from the wave functions of the Thomas—Fer-
"-mi potential is quite adequate for dscn'bmg t.he current
through the device, and calculanng the poshons of the
bound levels. Hence, one does not have to go through afull-

" blown numerical self-consistent calculation to obtain rea-

“sonable results for the accumulation layers. On the other
- hand, the potential and charge density of the depletion layers
can be quite different from the self-consistent one, and has to
be treeted more ear:fnlly The results of this study also indi-
cates that there are no other electron levels in the well of the
accumul_auon region, except for a single loosely bound Jeve.
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Effects of barrier phonons on the tunneling current in a double-barrier structure
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The efects of AlAs acoustical and optical phonons on the tunneling carrent in an ideal GaAs-
AlAs-GaAs-AlAs-GaAs structure are discussed. The transfer Hamiltonian method was extended to
inelastc tunneling current in a double-barrier structure. It is found that the current off resonance
in the Tsu-Esaki model could be enhanced by orders of magnitude by inelastic tunneling due to the
coupling of electrons to barrier optical phonons. The contribution t the current due to the
deformadon-potential coupling of electrons to barrier acoustical phonons is found to be much less

important

Semiconductor hetsrostructures involving GaAs and
AlAs have been the subject of both theoretical and exper-
imental studies.'”® In GaAs-AlAs-GaAs-AlAs-GaAs
structures, AlAs layers act as energy barriers while the
middle GaAs layer acts as a well. Of particular interest
are GaAs-AlAs-GaAs-AlAs-GaAs double-barrier struc-
tures which are specifically doped as n-i-i-i-n. Observa-
tions of resonant tunneling of electrons through double-
barrier structures have been reported.! Tsu and Esaki?
have theoretically treated the general case of electronic
tunneling through multiple barriers. In the double-
barrier case, resonant tunneling was shown by them to
give rise to a current maximum (J ., ) at the voltage bias
(¥,) where the Fermi sea of an electrode is aligned in en-
ergy with one of the quasibound states in the GaAs well.
The current drops very rapidly at other voltages. Subse-
quent works have refined the theory for calculating the
barrier transmission (7) and current-voltage (J-V,)
characteristics.>~® Typically, the peak current they cal-
culated agrees with the measured value. However, the
measured valley current is greater than the theoretical
value by at least 1 order of magnitude. Recently, Frens-
ley has employed a transport theory approach which in-
cludes losses.” However, all of these theories only consid-
er elastic tunneling. On the other band, Tsu and Dohler®
have considered inelastic tunneling assisted by the well
phonons. In a recent study of GaAs-AlAs-GaAs struc-
tures, Collins, Lambe, and McGill’ reported the observa-
tion of inelastic tunneling of electrons. In such tunneling,
the excitation of AlAs phonons could take away finite
amount of energy and momentum from the tunneling
electron. Hence, the total energy and the transverse
momentum of the tunneling electron are no longer con-
served. As we shall show, they could enhance the current
off resonance by orders of magnitude in the Tsu-Esaki
model. This suggests the importance of the inclusion of
inelastic tunneling assisted by barrier phonons in calcula-
tions such as the self-consistent analysis of Onishi et al.$

Here, we present the first theoretical study of the
effects on the tunneling current in a double-barrier struc-
ture due to the electron interaction with barrier phonons.
The transfer Hamiltonian method proposed by Bardeen”
originally for the treatment of the tunneling of electrons
through a single-barrier structure is extended to calculate

9

phonon-induced inelastic tunneling in a double-barrier
structure. For illustration, we shall consider the zero
temperature case where only phonon emission is possible.
In this case with proper approximations, we obtain
analytical expressions which shed some light on the im-
portant effects of inelastic tunneling. These effects
change I-V characteristics for a double-barrier structure.

We treat a standard double barrier structure consisting
of a layer of GaAs followed by a barrier of Ga,_,Al, As
followed by a well of GaAs followed by a second barrier
of Ga,_,Al, As foilowed by the contact layer of GaAs.
The interfaces between the layers are at x,, x,, x3, and
x4, respectively. The barrier height (the conduction-band
offset) is taken to be 55% of E}MA*— EZ*As, the band-gap
difference.!! The cross-section area is 4. Each electrode
has the thickness L. The effective mass of the electron is
taken to be m* whether in GaAs or AlAs. The left bar-
rier and the right barrier are taken to be equally thick:
d,=d,=d. w is the width of the well. The voltage bias
¥, is such that the lowest quasibound level E| is lower in
energy than the conduction-band edge of the left elec-
trode.

We use the transfer Hamiltonian method proposed by
Bardeen'® and extend the method to treat the inelastic
tunneling of an electron through the excitation of an
AlAs phonon. We choose the states , and ¢, so that ¢,
is matched to the correct solution for x > x, but decays
in the region x <x, instead of satisfying the wave equa-
tion, and, similarly, ¥, continues to decay for x >x,.
Then ¢, is a correct solution for the Hamiltonian H for
x >x, and ¢, is correct for x <x,. With WKB approxi-
mation, we have

2

AL

ki
$ix)= |

lklxl
e

VAL
where &, is the wave vector of the electron in the left

electrode, ix; is the imaginary wave vector in the left bar-
rier, and X;(x) is defined in the equation. Similarly,

1R

¢[(x)= eikix'Sin(k,x +7[ )9 X le
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where k, is the wave vector in the right electrode, ix, is
the imaginary wave vector in the left barrier, k,, is the

wave vector in the well, ik, is the imaginary wave vector .

in the right barrier, and X,(x) is defined in the equation.
The electron-phonon coupling in the left AlAs barrier
gives arise to the interaction Hamiltonian

¢ =Dy [__ﬁq_

(a ;Ae 9rigue) Q)

2pv, VAIA:

for the deformation-potential (DP) coupling due to the
longitudinal-acoustic (LA) phonon mode gA, where q is
the ?honon wave vector and A specifies the polariza-
tion.!? Here, D is the deformation potential for T-
valley electrons, p is the density, v, is the sound velocity
in AlAs, and V4, is the volume of the left barrier. On
the other hand,

12
go i) _fo a1
PR g |8V | €0

X (a;le""‘"—aqle"“") @

for the polar-optical (PO) coupling due to the-

longitudinal-optical (LO) phonon mode qA."? € and €,
are the dielectric constants at zero and optical frequen-
oler J

—

cies, respectively. Other kinds of electron-phonon cou-
pling, piezoelectric coupling for example, are much weak-
er and much less important.'> They are not considered
here. The transition rate can be calculated easily by the
application of Fermi’s golden rule. The temperature is
taken to be zero to simplify our analysis; hence, only pho-
non emission needs to be considered. The inelastic tun-
neling current is

4
Jua="2- 3T M |*fle)
QA k k!

X[1—f(g..)]0(e, +€V, —gp—fw) ,
(5)

where #iw is the phonon energy, €; and &, are the kinetic
energies of the electrons in the left and right electrode,
respectively, and M is the matrix element. Here, k and k'’
are wave vectors of the electron at left and right elec-
trodes, respectively, and f(e) is the Fermi distribution
function. The general expression for J;, at a finite tem-
perature may be derived with the use of many-body
theory. Bennett et al.'? have given the derivation of the
formula for the single-barrier case. We do not attempt to
treat finite temperature case, however. Replacing 3 with
[, we have

1

4rre 1 1 “f .3
Jo=——d dPq——1U, |2 [dk a3k’
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Here, we have . o
U, =4melfinl1/e~1/€,)/8712/q . '

forVPO coupling, and
U,=Dr{#g /2pv,)'” 7

for DP coupling. T is the overlap integral
Tlqkoki=f, e XXz .

Suppose now the electron is scattered into the quasi-

‘' bound level, then ¢, in the left barrier would be enhanced

by the exponential factor ™2, This can be verified by
setting cos(k,w) to zero in Eq. (2) when near resonance.

E * This would in turn increase T by the same factor. There-

fore, the contribution to the inelastic current due to such

(2m)
o 8lky—kj—qy 27 P8(e, + eV, —ep—Fw) .

P

7 T(q;k,, k1) f (e )[1=f(ep))

6

—

a process would be dominant. It turns out that for PO
coupling, we have Lo

’ '2Aem‘zd} —%d, E,/¥, E,
7. 1, BV 21
w2 RS T - 2.

X %_—ezﬁ»—q-i-(l/eo—l/e.)tan"(l/qdd,) , (10
‘ . 4o . IR e

For DP coupling, we have
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Here, E, is the zero-bias barrier height, «x,
=Q2m*E,/#) 7, V,=2E,/xd,, and gq, satisfies
ﬁzqo/Zm =eV,/2—-fw—E,.

We now compare contributions to the current from the
elastic and the inelastic process. We consider only the in-
elastic process induced by PO coupling or DP coupling.
Inelastic processes induced by other couplings will fur-
ther increase the inelastic current. Therefore, the inelas-
tic current we consider here is a lower bound of the actu-
al value. However, even without a complete knowledge
of the inelastic current, we can still demonstrate the
dramatic change in order of magnitude of the current
which is due to the inelastic processes. :

In Fig. 1, we plot the lower limit of J;,; /J 4, the ratio
of inelastic current to elastic current, versus barrigr
thickness for biased symmetric structures with w=50 A,
E, =50 meV, and ¥,=0.4 V. Both LO and LA phonon-
induced effects are shown. For thin barrier cases where
d=20 A, polar coupling induces an inelastic current
comparable to the elastic current. As can be seen,
deformation-potential coupling has much smaller effects
than polar coupling. The reason is that the PO coupling
is much stronger than the DP coupling. We may neglect
the contribution from DP coupling in comparison to that
from PO coupling. Effects of both coupling increase as
the barrier becomes wider, due to the exponential
enhancement in the right wave function ¢,. For the
thick barrier case where d=40 A, polar couphng even
gives rise to an inelastic current which is a thousand

times as large as the elastic one.

In Fig. 2, we plot the upper limit of the ratio of the res-
onant current, which occurs at ¥, =0.3 V, to the current
at ¥,=0.4 V, which occurs off resonance, versus barrier
thickness. The dotted line is obtained with Tsu-Esaki
model,’? which includes only elastic process. In that
case, the ratio shown here is equal to the p&k~to—valley
ratio of the J-¥ carve. The solid line is obtained with in-
elastic tunneling included. The peak current is mostly
due to the elastic tunneling, since, at resonance, the elas-
tic current is much larger than the inelastic current. The
current off resonance is largely due to the inelastic tun-
neling, since the inelastic current is much Iarger than the
elastic current, as shown in Fig. 2. The ratios shown by
the two curves are comparable for thin barrier cases.
However, as the barrier becomes thicker, the solid curve
only varies slowly, since both J ., and Juy,p,,~ have same
exponential dependence. For barrier thickness equal to
40A, magnitudes of the two ratios differ by 7 in the natu-
ral log scale. The theory with the inelastic process in-
cluded predicts a much smaller value of ratio for thick
barrier cases.
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FIG. 1. The lower limit of Jiuy/Ju; E; =150 meV with _
respect to the conduction-band edge of the GaAs well.
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current-voltage case) to the current at ¥, =0.4 V (off resonance,
the valley in the case of elastic transport but not necessarily in
the case with inelastic processes) vs Fermi energy for the sym-
metric structure with a barrier thickness of 40 A and a well

width of 50 A.

In Fig. 3, the upper bound of the ratio is shown versus
Fermi energy for the symmetric structure with d=40 A
and w=>50 A. The solid curve includes contribution from
the inelastic process and the dashed curve includes only
contribution from the elastic process. The curves are

BRIEF REPORTS 40

shown for the region from E,=5 meV to E,=50 meV
corrcspondmg to dopant density from lO”/cxn3 to
10'%/cm?® currently used in the tunneling experiments.
We see that both curves behave similarly as the Fermi en-
ergy changes. The difference between them is maintained
through the Fermi energy range of interest. This shows
the importance of the inelastic process for both low and
high doping cases.

In summary, the inclusion of the inelastic tunneling in
the theory for double-barrier structures is very impor-
tant. We have studied specifically the inelastic tunneling
induced by phonons. Two types of coupling have been
considered. The PO coupling is much stronger than the
deformation-potential coupling, and hence the current in-
duced by PO coupling is much larger than that by DP
coupling. Because of similar reasons, we expect the effect
of piezoelectric (PE) coupling also to be negibile in com-
parison to that of PO coupling.

The electron-phonon interaction induces a channel
through which the electron can tunnel much more readi-
ly than through the elastic channel. With the excitation
of a barrier phonon, the electron can utilize the quasi-
bound level to tunnel through the barrier. The inelastic
resonant tunneling enhances the current off resonance by
orders of magnitude. The effects are best reflected in the
big difference between the magnitudes of current ratios
which are predicted, with and without inclusion of
electron-phonon coupling, in the simple model of Tsu
and Esaki.2 We expect the inclusion of inelastic processes
to be important in any refined theory such as the self-
conmstent analysis of Ohnishi® or Frensley’s transport ap-
proach.” Other mechanisms such as 1mpunty scattering
could also be critical to current transport in a double-
barrier structure.

The authors gratefully acknowledge the support of the
Office of Naval Research under Contract No. N00014-
84-K-0501.

'L. L. Chang, L. Esaki, and R. Tsu, Appl. Phys. Lett. 24, 593
(1974).

IR, Tsu and L. Esaki, Appl Phys. Lett. 22, 562 (1973). .

3D. Mukhesji and B. R. Nag, Phys. Rev. B 12, 4338 (1975). -,

4M. Q. Vessell, Johnson Lee, and H. F. Lockwood, J. Appl.

- Phys. 54, 5206 (1983). .

57 R. Barker, Physica B + C 134B, 22 (1985). .

6H. Ohnishi, T. Inata, S. Muto, N. Naoki, and A. Shibntonn,

Appl. Phys.l.:tt.49 1248(1986). -

TW. 1. Frensley, Appl. Phys. Lett_ 51, 448 (1987).

®R. Tsu and G. Dohler, Phys. Rev. B 12, 680 (1975).

IR. T. Collins,.J. Lambe, T. C. McGill, and R. D. Burnham,
Appl. Phys. Letr. 44, 532 (1984).

105, Bardeen, Phys. Rev. Lett. 6, 57 (1961).

1], Batey and S. L. Wright, J. Appl. Phys. 59, 200 (1986).

124, J. Benaett, C. B. Duke, and S. D. Silverstein, Phys. Rev.
176, 969 (1968).




APPENDIX 3




£

i1I-V/1I-V1 double-barrier resonant tunneling structures
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GaAs-ZnSe and InAs-ZnTe double-barrier resonant tunneling devices are proposed and
analyzed theoretically. These structures would provide a novel way to study mixed I1I-V/11-V1
materials systems and growth techniques, and may also yield devices that are faster and have
greater peak-to-valley current ratios than GaAs-AlGaAs tunnel structures. In the GaAs-ZnSe
system, the increase in speed is due to the smaller dielectric constant in ZnSe, compared to that

in AlGaAs. In the InAs-ZnTe system, the increase in speed is due to the small dielectric
“constant in ZnTe and the high mobility in InAs, and the larger peak-to-valley ratio is.due to
the large conduction-band offset that is expected. We calculate current-voltage curves for these
devices and show that their negative differential resistance current-voltage characteristics
should be comparable or superior to those of GaAs-AlGaAs devices. The effects of band
bending and the general method used to calculate current as a function of voltage are briefly

discussed.

Over the past several years, much of the study of device
physics and technology has focused on III-V materials sys-
tems. However, many of the device concepts developed and
demonstrated in III-V systems can be applied to other mate-
rials as well. One device that has been the subject of consider-
able interest recently, both for studying very thin semicon-
ductor heterostructures and as a possible high-speed device,
is the double-barrier resonant tunneling structure. In this
letter, we discuss theoretically some properties of GaAs-
ZnSe and InAs-ZnTe double-barrier resonant tunneling
structures; this is the frst time mixed III-V/1I- V] tunneling
structures have been proposed. ZnSe in particular is a poten-
tially important I1-VI material because its lattice parameter
is very close to that of GaAs ( ~0.27% mismatch), and be-
cause its band gap is very wide (2.67 eV at 300 K), which
makes visible light emission possible. Furthermore, the suc-
cessful growth of ZnSe/GaAs double heterostructures'
would seem to indicate that GaAs-ZnSe double-barrier
structures can be grown by the same techniques. GaAs-ZnSe
and InAs-ZnTe tunnel structures would in fact provide a
novel way to study mixed 111-V/11-VI materials systems and
growth techniques.

For actual device applications, one advantage that a
GaAs-ZnSe structure may have over a GaAs-AlGaAs de-
vice is speed. The time for an electron to tunnel across the
device will typically be on the order of 107 '*~10~" 3, and
therefore will not be the limiting factor in the speed of the
device.? A parameter that may be more relevant to the device
speed is the RC time constant for charging the capacitor
formed by the barriers. This parameter can be estimated as
7 = #/AE, where AE is the width of the transmission reso-
nance of the barrer-well structure; typically, 7is on the or-
der of 1 ps. Since the capacitance is propomonal to the di-
electric constant in the barrier, and since ZaSe has a lower
dielectric constant than AlGaAs (9.1 vs 12.0), the capaci-

tance, and therefore the RC time constant, should be re-
duced by replacing AIGaAs with ZnSe.

InAs-ZnTe tunnel structures should exhibit an even
greater advantage in speed. The dielectric constant for ZnTe
is 10.4, which again is smaller than that in AlGaAs. More
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important, InAs has a much higher mobility than GaAs
[33000 vs 8500 cm?/(V s) at 300 K]. The resistivity in
InAs will therefore be much lower than in GaAs, leadingtoa
large reduction in the RC time constant. The low resistivity
in InAs will also permit a greater fraction of the voltage drop
across the device to occur in the barrier-well region, so that a
smaller bias voltage will be required to achieve the maximum
tunneling current

The material parameter that is most important in deter-
mining the electrical properties of the double barrier is the
conduction-band offset. The valence-band offset for the
(110)ZnSe-GaAs heterojunction has been measured by x-
ray photoelectron spectroscopy’ and found to be, depending
on growth conditions, between 0.96 and 1.10 eV at 300 K.
The value of 0.96 eV was obtained for a heterojunction in
which ZnSe was deposited on GaAs at ~ 300 °C, while the
value of 1.10 eV was for a sample in which ZnSe was deposit-
ed on GaAs at 25 °C, and annealed at ~ 300 °C. The corre-
sponding conduction-band offset is between 0.15 and 0.29
eV, which is comparable to the direct-band offset in the
GaAs-Al, Ga, _,As system (0.25 eV for x = 0.33). As has
been seen in the GaAs-AlGaAs system, band offset values in
this range make the fabrication of high quality high electron
mobility transistor structures difficult, but are sufficient for
achieving negative differential resistance in tunnel struc-
tures.

In the InAs-ZnTe system, the conduction-band offset is
probably very large, which is another advantage of this sys-
tem over GaAs-AlGaAs. The value of the band offset has
not been measured directly, but we can obtain some idea of

‘its value if we assume that band offsets are transitive. For

GaAs-ZnSe, the valence-band offset is AE, = 1.1 ¢V; for
InAs-GaAs, AE, =0.17 eV (Ref. 4), and for ZnTe-ZnSe,
AE, =0.98 eV Using these values, we obtain AE, =0.30
eVor AE. = 1.6 eV for InAs-ZnTe. The large conduction-
band offset will reduce thermionic currents through higher
resonances and over the barrier, facilitating device operation
at room temperature.

We have calculated current-voltage characteristics for
these structures, and for a comparable GaAs-AlGaAs de-
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vice as well. For the GaAs-ZnSe system, we have assumed
that the double-barrier structure consists of a 50 A GaAs
well sandwiched between two 50 A ZnSe barriers. The well
and barrier are assumed to be undoped. and the contact lay-
ers are assumed to be degenerately doped (10'® cm~3)
GaAs. For the InAs-ZnTe system, the structure consists of
an undoped 50 A InAs well sandwiched between two un-
doped 20 A ZnTe barriers. The contact layers are degener-
ately doped (10'® cm™?) InAs. Our calculations assume the
following material parameters (for T = 300 K): for GaAs,

=0.066m,, E, =142 eV, €= 12.9¢; for ZnSe, m*
=0.16m,, E, =267 eV, €=9l¢; for InAs, m*
=0.028m,, E, =036 eV, e=14.66; for ZnTe, m*
=0.11m,, E, = 2.26 eV, € = 10.4¢,. These parameters
change slightly at 7= 77 K, but the changes are not suffi-
cient to prevent the occurrence of negative differential resis-
tance.

Energy-band diagrams are schematically illustrated in
Fig. 1 for zero bias and for a voltage ¥ applied across the
contact layers. Band bending effects, as shown in Fig. 1 for
nonzero bias voltage, have been included by solving for the
conduction-band-edge energy, which acts as an electrostatic
potential for electrons, using Poisson’s equation. When solv-
ing for the conduction-band-edge energy, we do not include
the effects of charge buildup in the quantum well during

-device operation, i.e., we do not solve for the electron wave
function and the position of the conduction-band edge self-
consistently. We assume that the barrier and well regions are
fully depleted of carriers, and therefore obtain linear voltage
drops across these layers. This assumption is included only
as a matter of convenience and is not necessary for achieving
negative differential resistance. We find that including band
bending effects increases the peak current, since the barrier
is effectively lowered by bending in the accumulation layer.
However, peak-to-valley ratios are not significantly affected
by band bending.
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FIG. 1. Top: Conduction-band edge of the double-barrier structure as a
function of position, with no applied voltage. Bottom: Conduction-band
edge when a voltage Vis applied to the device. Note the band bending in the
contact layers.
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The transmission coefficient is calculated as a function
of energy using a transfer matrix technique® in which the
device is divided into small intervals, and the potential then
assumed to be constant in each interval. For the purposes of
calculating the transmission coefficient, we consider the de-
vice to include the well, the barriers, and electrode regions in
which band bending effects are not negligible. We enforce

“the usual boundary conditions between intervals, i.e., that ¥

and (dy/dx)/m* be continuous, where ¢ is the envelope
function of the electron wave function in the solid. We aiso
assume that the transverse wave vector k, is conserved in the
tunneling process, and that the total energy of the electron is
conserved. These two assumptions, combined with the fact
that the effective masses in the barriers and the well are not
equal, lead to a dependence of the transmission coefficient on
ky, but we found this effect to be small.

For electron energies above the conduction-band edge,
we employ the effective mass approximation E = #k 2/2m*.
For electron energies below the conduction-band edge, the
wave vector is imagnary; its value is calculated using Kane’s
eight-band model’ and the k*p theory outlined by Smith and
Mailhiot.® To obtain the transmission coefficient, we assume
plane wave solutions for # outside the device. Forx— — o,
we have incident and reflected waves, and for x— + «, we
have a transmitted wave:

_ [eik.x+ m—ik.x,
v= 1%, X + 0.
The transmission coefficient is defined to be the ratio of
transmitted to incident current, T = k.|t [¥/k,-
The current is then calculated by including the appro-

priate Fermi factors and electron velocities, and integrating
over the incident electron energy distribution:

1 3E
—_—— T —_
J= ( (OB -RE+en] L 2E

1 3E
#i Okyy

X— — o0,

—J'T(E E+en[1 -AE] L d’kz) (1)

_em*ky T
2R I ETE)
ln'( 1 +eap[(Ep —E,|)/ksT) )
1+ exp[(Ep — E, —eV)/kyT |
where m* is the effective mass in the electrodes, &, is the
component of the wave vector normal to the barriers, and E,
= #*k}/2m*. In Eq. (1), the first integral corresponds to

)

 electron current in the + x direction, and the second inte-

gral to current in the — xdlrectlon.Anmtegmnonoverthe

" transverse wave vector ky has been carried out to obtain (2).
_From Eq. (1), we seethat the integrals over the longitudinal
“wave vector k;, both contain the factor (FE /ok, )dk,

= dE,, i.c., the effects of the differing velocities on each side

_of the device are canceled by the effects of the different one-

dimensional densities of states at a given energy. This cancel-

lation occurs because we must calculate both the density of

states and the electron group velocity o, = (JE /dk, )/# for
the side of the device on which the current is incident, be-

~ cause of the fact that we have defined T(E, ) as the ratio of

the transmitted to incident current. As a result, the expres-
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sion we obtain for J is identical to that obtained by Tsu and
Esaki,’ except for the fact that we have defined T(E, ) tobea
transmission probability for the electron current, rather
than for probability densities.

Figure 2 shows current-voltage curves for the GaAs/
ZnSe tunnel structure at T = 77 and 300 K. The peak cur-
rent is approximatety the same at both temperatures, indi-
cating that the resonant current is much larger than the ther-
mionic currents over the barriers. However, . the
peak-to-valley ratios vary considerably with temperature,
since the barriers formed by ZnSe are low enough to allow
substantial thermionic currents at room temperature. At 77
K thermionic currents are negligible, and we have calculated
a peak-to-valley ratio of ~ 1000; at 300 K, thermicnic cur-
rents become important, and a peak-to-valley ratio of 23 is
obtained. _

Figure 3 shows current-voltage curves for InAs-ZnTe
and GaAs-AlGaAs tunnel structures. The dashed curve in
Fig. 3 is for a GaAs-AlGaAs tunnel structure consisting of
undoped 40 A Al ,,Ga, ¢, As barriers and an undoped 50 A
GaAs well, with degenerately doped (10'® cm™>) GaAs
contact layers. The peak current for this structure is some-
what higher than that for the InAs-ZnTe structure, but the
peak-to-valley ratio is much lower (92 vs ~1700), indicat-
ing that InAs-ZnTe devices would Lave current-voltage
characteristics superior to those of GaAs-AlGaAs struc-
tures. Furthermore, the large peak-to-valley ratio obtained
for the InAs-ZnTe structure would vary little with tempera-
ture, because of the height of the ZnTe barrier. Thus InAs-
ZnTe tunnel structures would appear to be good candidates
for devices capable of operating at room temperature.

In summary, we have studied theoretically GaAs-ZnSe
and InAs-ZnTe double-barrier resonant tunneling struc-
tures. These structures are the first mixed III-V/II-VI tun-
neling devices that have been proposed and should provide
novel ways to examine mixed I11-V/11-V] materials systems

10
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100 1
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FIG. 2. Current-voltage characteristics for the GaAs-ZnSe tunne structure
calculated at T = 77 and 300 K. The peak currents are nearly equal for the
two temperatures, but the peak-to-valley ratio is much smailer 2t 300X (23
at 300 K vs ~ 1000 at 77 K).
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GaAs-Aly ;; Gag ¢; As tonnel structure. Solid line: Current-voitage charac-

teristic for an InAs-ZaTe tunnel structure. Both curves are calculated at
T=7TTK.

and growth techniques. Using the measured values for the
band offset, we have shown that the GaAs-ZnSe double-bar-
rier structure should produce negative differential resis-
tance. We also note that the smaller dielectric constant in
ZnSe, compared to that in AlGaAs, may lead to somewhat
faster device operation. For the InAs-ZnTe structure, we
caiculate a conduction-band offset of approximately 1.6 eV
by assuming that band offsets are transitive and using mea-
sured valence-band offsets for GaAs-ZnSe, ZnSe-ZnTe, and
InAs-GaAs. We obtain very large peak-to-valley ratios for
this device, and the size of the band offset indicates that this
device should work well at room temperature. In addition,
the small dielectric constant in ZaTe and the high mobility
in InAs should lead to a substantial advantage in speed over
GaAs-AlGaAs devices, and the high mobility in InAs
should decrease the bias voltage required to achieve the max-
imum tunneling current.
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X-ray photoelectron spectroscopy is used to measure the valence-band offset in situ for GaAs/
AlAs (100) heterojunctions grown by molecular beam epitaxy. Ga 3d and Al 2p ccre level to
valence-band edge binding energy differences are measured in GaAs (100) and AlAs (100)
samples, respectively, and the Al 2p to Ga 3d core level binding energy difference is measured in
GaAs~AlAs (100) and AlAs-GaAs (100) heterojunctions. Measurements of the Al 2p to Ga 3d
core level energy separations indicate that the band offset for GaAs/AlAs (100) is commutative;
the value weobtain is AE, = 0.46 3 0.07 eV. Our observation of commutagvity is believed tobe a
consequence of the high quality of our GaAs/AlAs (100) heterojunctions, and of the inherent

commutativity of the GaAs/AlAs (100) band offset.

1. INTRODUCTION

Band offsets at semiconductor heterojunctions are of great
importance in solid-state physics, both from a fundamental
point of view and for device applications. The GaAs/AlAs
band offset in particalar has been a subject of extensive
study, due to the technological importance of the GaAs/
Al _Ga, _,As heterojunction system. An important but un-
resolved experimental issue in this system is that of commu-
tativity (i.e., independence of growth sequence) of the band
offset. Commutativity is consistent with current theoretical
models and some experimental results'?; however, a depen-
dence of the band offset on growth sequence has also been
reported.>* Published experimental values*— for the
GaAs/AlAs valence-band offset range from AE, =0.36 eV
to AE, =0.56 eV.

In this paper we present the results of measurements of the
band offset in GaAs-AlAs (100) and AlAs—GaAs (100)
heterojunctions using x-ray photoelectron spectroscopy
(XPS); we adopt the convention of listing the top layer in
the heterojunction first, e.g., GaAs—-AlAs indicates a hetero-
junction with GaAs grown on top of AlAs; GaAs/AlAs re-
fers collectively to both growth sequences. We describe sam-
ple preparation and experimental techniques in Sec. IL In
Sec. III we present and discuss the results of our experi-
ments. Sec. IV concludes the paper.

li. EXPERIMENT

The samples studied in this experimcnt were grown by
molecular beam epitaxy (MBE) in a PHI 430 growth
chamber on Si-doped 2*~GaAs (100) substrates. The sub-
strate preparation consisted of a degrease followed by a 90-
etch in 5:1:1 H.SOH,0,:H,0. The native oxide was de-
sorbed in the growth chamber by heating the substrate to
~610°C in an As flux All of the samples were grown at
600°C and were lightly doped n-type with Si
(n=1X10'cm™?) to avoid both sample charging effects
and excessive band bending due to Fermi-level pinning at the
surface of the specimen.

Epitaxial GaAs layers > 1 pm in thickness were uscd to
make the bulk GaAs XPS measurements. Electron mobili-
ties in these films were comparable to those typically report-
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ed for high-quality MBE growth,” and the samples exhibited
good photoluminescence at low temperatures. Two bulk
AlAs sampls were grown for this study; each consisted of a
2500-A-thick epitatial AlAs layer, with one grown on top of
a 1.5-um GaAs buifer layer and the other on top of a 1500-A
Aly ;Gay; As buffer.

Two types of heterojunction samples were grown, allow-
ing the commutatmty of the band offset to be checked. One
type consisted of 25 A of GaAs on top of either 500, 200, or
100 A of AlAs, while the other consisted of 25 Aof AlAson
top of 1000 A of GaAs; growth i interruption was not used in
fabricating the heterojunction samples. In both cases, the
interfaces were believed to be fairly abrupt based upon re-
sults from quantum well photoluminescence (the quantum
well luminescence peak width was 3.8 meV full width at half-
maximum (FWHM) at 9 uW/cm? incident power) and
double-barrier resonant tunneling experiments on samples
with similarly grown interfaces.

XPS measurements were obtained using a Perkin-Elmer
Model 5100 analysis system; samples were probed using a
monochromatized Al Ka x-ray source (hv = 1486.6 eV),
and electron energies were measured by a spherical capaci-
tor analyzer. Au 4fcore level peaks had full widths at haif-
maximum of ~Q.73 eV. The base pressure in the XPS
chamber is typically ~5X10~' Torr, and the analysis
chamber is connected to the MBE chamber via a UHV trans-
fer tube, allowing samples to be grown and analyzed without
being exposed to atmosphere. This arrangement eliminates
experimental uncertainties associated with surface passiva-
tion, sputter cleaning, and annealing of samples that have
been transferred through atmosphere. Measurements were
obtained from three pure GaAs (100) and two pure AlAs
(100) samples, and from three GaAs-AlAs (100) and two
AlAs-GaAs (100) heterojunctions. Figure 1 shows a sche-
matic energy-band diagram for the GaAs/AlAs interface.
The core levels of mterest in the band offset measurement are
the Al 2p level and the Ga 3d level in AlAs and GaAs, re-
spectively. From Figure 1, it can be seen that the valence-
band offset is given by

AE, = (EQN, ~EG¥) + (ESYs —ES™)
—(E2—EMM). )

© 1989 American Vacuum Society 391




392 Yu, Chow, and McGiil: Commutativity of the GaAs/AlAs (100) band offset

GaAs AlAs
EAIM
[
AEc
EGQAI
c
v T——Em
S ey Y
Godd v
Sy he _ (~hike
— £
B o
A2 Gald
EMM
N2p

Fi1G. 1. Schematic energy band diagram for the GaAs/AlAs interface.

The core level to valence-band edge binding energy differ-
ences are obtained from measurements on pure GaAs and
AlAs samples, and the Al 2p to Ga 3d core level binding
energy differences are obtained from the heterojunction
samples.

For each sample, a binding energy window that included
all energy levels of interest was scanned repeatedly for ~ 15—
20 h. Due to the low count rate for electrons near the val-
ence-band edge, energies in that region were sampled for a
longer time than energies in other parts of the spectrum.
Spectra from pure GaAs and pure AlAs and from GaAs—
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FIG 2 chr&mauvebmdingenergy XPS spectn for (a) GaAs (100) and
~ (b) AlAs (100) samples. Core level to valence-band edge binding energy
differences are obtained from these spectra. The discontinuities in the spec-
traat 10 eV binding energy are due to the longer sampling times used during
data acquisition near the valence-band edge; the valence-band spectra are
also shown on enlarged intensity scales, as indicated in the figure. -
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FIG. 3. Representative binding energy XPS spectra for (a) GaAs-AlAs
(100) and (b) AlAs-Gaas (100) heterojunction samples. Core level to
core level binding energy differences are obtained from these spectra.

AlAs and AlAs-GaAs heterojunctions are shown in Figs. 2
and 3, respectively. In Fig. 2, the discontinuities in the spec-
tra at 10-eV binding energy are due to the longer sampling
time near the valence-band edge; the valence-band spectra
are also shown on enlarged scales, as indicated in the figure.

To obtain accurate core level to core level and core level to
valence-band edge binding energy differences, it is necessary
to determine peak positions and valence-band edge positions
to a high degree of precision. To find core level peak posi-
tions, we subtracted from each core level peak a background
function (arising from inelastic scattering in the sample)
proportional to the integrated photoelectron intensity, and
defined the peak energy to he the midpoint of the two ener-
gies at which the intensity was one-half the maximum inten-
sity. The uncertainy in this determination of the peak posi-

" tion was taken to be + 0.02 eV, and typically core level

energy separations were reproducible to better than 4 0.01
¢V for a given sample.

Tolocate the position of the valcnce-band edge in the XPS
spectrum, we employed the precision analysis technique de-
veloped by Kraut eral.'® In this approach, the XPS spectrum

" near the valence-band edge is modeled as a convolution of a

theoretical valence-band density of states with an experi-
mentally determined XPS instrumental resolution function.
This model function s then fitted to the experimental data to
give the position of the valence-band edge. Due to the simi-
larity in the valence-band spectra for GaAs and AlAs,* we
were able to use the GaAs nonlocal pseudopotential valence-
band density of states'! in analyzing data from both materi-
als. For a given sample, core level to valence-band edge bind-
ing energy differences were reproducible to better than
+ 0.04 eV.
When determining the position of a valence-band edge
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" using this method, complications can arise from the presence

of surface states in the same energy region as the valence
band.'® These surface states produce contributions to the
XPS spectrum that are unaccounted for in the theoretical
valence-band density of states, and can affect the calculated
position of the valence-band edge by ~0.1 eV or more. No
such effects were observed in our AlAs (100) samples, but a
p.-like surface state was detected in the GaAs (100) sam-
ples, in agreement with previous studies of the GaAs (100)-
(2 4) reconstructed surface.’? Thus, the position of the
GaAs valence-band edge was determined by analyzing the
XPS valence-band spectrum only in an energy region in
which no surface states were observed.

Hll. RESULTS AND DISCUSSION

The measured core level to valence-band edge binding en-
ergy differences are shown in Table L. For GaAs (100), the
resultin (E 3% — ES**) = 18.73 + 0.05¢V, and for AlAs
(100) we obtain (E34 — EN) =72.714+0.04 eV.
These values are in good agreement with those obtained by
Waldrop, Grant, and Kraut.* Table II lists the core level
binding energy differences for the AlAs~GaAs (100) and
GaAs-AlAs (100) heterojunctions For the GaAs~AlAsin-
terface, we find (E 355 — E$%43) = 54.45 + 0.02 eV. Using
Eq. (1), weseethat thjs value corresponds to a valence-band
offset of 0.47 + 0.07 eV. The core level binding energy differ-
ence for the AlAs—GaAs (100) interface was found to be
(ENls —ES%3) = 5443 £0.02 eV, corresponding to a
valence-band offset of 0.45 & 0.07 ev.

From these measurements we see that the valence-band
offsets for the two different growth sequences are within 0.02
eV of each other, indicating that the GaAs/AlAs (100)
band offset is commutative. The observation of commutati-
vity for GaAs/AlAs (100) is in agreement with the result of
Katnani and Bauer,® but disagrees with that of Waldrop et
al.,* who reported a dependence of the band offset on both
growth sequence and crystal orientation. The fact that XP$
band offset measurements are not consistently commutative
or noncommutative would seem to indicate that growth con-
ditions and interface quality can have a significant effect on
the value of the band offset. If this were the case, one would
expect that nearly ideal interfaces would exhibit commntatl-
vity, while nonideal interfaces would not.

The value obtained for the band offset, 0.46 eV, is well
within the range of experimental values that have been re-
ported. XPS measurements by Waldrop et al.* yielded a va-
lence-band offset of 0.46 ¢V for the AlAs-GaAs (100) heter-

TaBLE 1. Measured core level to valence-band edge binding energy diﬂ'e:-
ences for GaAs (100) and AlAs (100).

Semiconductor Sample E&% — EJM(eV) EAS — EM(eY)

GaAs (100) 111024 18.75
GaAs (100) 111031 18.72
GaAs (100) 111054 18.73
AlAs (100) 111027 .70
AlAs (100) 111058 .72
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TasLE . Measured Al 2pto Ga 3d core level binding energy differences for
GaAs-AlAs (100) and AlAs-GaAs (100) heterojunctions.

Heterojunction Sample Ej\s — EZN(eV)
GaAs-AlAs (100) 111036 5444
GaAs-AlAs (100) 111085 54.46
GaAs-AlAs (100) 111087 54.45
AlAs-GaAs (100) 111045 54.43
AlAs-GaAs (100) 111050 54.42

ojunction, in agreement with our result, but gave a value of
0.36 eV for the GaAs-AlAs (100) band offset. The latter
result suggests that, for the GaAs-AlAs (100) system, dif-
ferences in growth conditions between our samples and
those of Waldrop et al significantly influenced the quality of
the interface.

Our measurement of the valence-band offser also gives
results comparable to those obtained in electrical measure-
ments. Using the charge transfer technique, Wang and
Stern” obtained a valence-band offset of 0.45 = 0.05 eV, in
excellent agreement with our results. Batey and Wright®
measured a valence-band offset of 0.55 eV by measuring the
activation energy for thermionic emission of holes over an
AlAs barrier; this value is somewhat higher than ours, but
still approximately within the range of experimental error.

IV. CONCLUSIONS

We have measured the valence-band offset at the GaAs/
AlAs (100) interface using XPS. Our measurements indi-
cate that the band oiffset is commutative, and the value we
obtain is AE, = 0.46 + 0.07 eV. This value is in good agree-
ment with other XPS band offset measurements, as well as
with electrical determinations of the GaAs/AlAs (100) ve-
lence-band offset. Our observation of commutativity is in
agreement with some, but not all, published results for the
GaAs/AlAs (100) imterface. This indicates that we have
been able to grow high-quality interfaces between GaAs and
AlAs, since we expect commutativity in ideal interfaces, and
suggests that commutativity of the band offset may safely be
assumed in analyzing and designing quantum structures and
devices.
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We have investigated the finite-size effects of anisotropic continuum percolation in two dimen-
sions. The elements that percolate are widthless sticks. We have developed a simple theory to ex-
plain the dependence of longitudinal and transverse critical lengths on anisotropy and the finite
number of sticks in the sample. By comparing the theory to simulations, we find good agreement.

1. INTRODUCTION

In recent years there has been interest in the electrical
properties of composite materials consisting of conduct-
ing fibers or sticks, embedded in an insulating polymer
matrix. Typically, the composites are prepared by mix-
ing the fibers and polymer in a liquid state and letting the
result cool while being poured. This leads to an angular
distribution of the fibers in the solid state, about the flow
direction. Experimentally, such composites are found to
have a threshold dependence of the electrical conductivi-
ty on the fiber length.! Various models have been tried to
explain such behavior. These include the effective medi-
um theory.? This has not been very successful as there is
a large differences between the conductivities of the fibers
and the msulatmg polymer.>

More promising are percolatxon simulations. The ﬁrst
was done by Pike and Seager.* They considered widthless
{one-dimensional) sticks of constant length, in a two-
dimensional medium, isotropic on a macroscopic scale.
Their work was considerably extended by Balberg and
Binenbaum® to the case of anisotropic systems where, as
mentioned above, the fibers have an average preferred
orientation. They also considered various distributions of
stick length. From their simulations, the critical stick
lengths for percolation along the average stick orienta-
tion and transverse to this were found as functions of an-
isotropy (defined in Sec. II) and the number of sticks in
the sample. However, due to computing constraints, they
only considered a few random configurations of sticks.
They showed that in the limit of an infinite ensemble of
sticks, the longitudinal and transverse percolation thresh-
olds converge to a common function. In this paper we
wish to extend their work by considering more thorough-
ly the finite-size effects on the percolation thresholds of
ensembles with small numbers of sticks. In Ref. 5. and
other papers‘ "7 on continuum percolation this appears to
have been a neglected point of interest. We will derive'a
simple model for the dependences of the thresholds on
anisotropy and numbers of sticks and compare this to the

results of extensive simulations. : c B

Our paper is arranged as follows. Section II dscn‘ba
the simulations. Section III contains the model of the
percolation thresholds. Section IV compares the model
with the simulations. Finally, we give a conclusxon in
Sec V.

I SIMULATIONS

In this section we outline a method of performing
simulations to find the critical lengths. (This is based on
the procedure by Balberg and Binenbaum.®) First, we
define the basic terms. Then, we give the procedure for
obtaining the critical lengths.

To start, let us define some quantities. Consider a set
of N widthless sticks. We place the centers of the sticks
uniformly in the wnit square, [0,1]X[0,1]. The sticks
have some angular probability distribution f(8) about
the y axis, where § is the angle between a stick and the y
direction. The angular dxstnbuuons we consider all have
the feature that

fO=f(—0), 6€(0,7/2) 1)

and that the average angle is E[0]=0. The sticks’
lengths are given by another probability distribution,
g(L). We assume 8 and L to be independent. Given a
random configuration of N sticks with lengths and angles
{(L;,6;)}, the following quantities may be defined:

ENzLMwl (2a)

i=]

and

n=N2Lle| 2b)

i=]

These are the average longitudinal and transvetse stick

components with respect to the y direction, respectively.

From these we define the macroscopic anisotropy as
p

_ F oA N Qc)

For an isotropic sample, we have P=1. The larger P is,

the more oriented the sticks are along the y direction. A

. given sample of sticks is considered to be percolating

along the y direction if a continuous path can be traced
between intersecting sticks from y =0 to y =1. Similarly
for the x direction. The longitudinal critical length, L
is the lowest average length that gives the onset of y per-
colation. The tramsverse critical length L,is likew:se
defined for x percolation. . - -

We wish to investigate the dependencs of L, tnd Ly
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on the anisotropy, P, and on the number of sticks in the
system, N. First, consider systems with a given N. To
vary the anisotropy, we change the variance of f(8). For
example, for a normal distribution of angles f is N¥(0,6,),
where 6, is the standard deviation. By progressively re-
ducing 8, from some initial value, we can corresponding-
ly increase the anisotropy. Consider now that we have
selected a variance of f(8). We start with some small
average value of L, E[L]. With the parameters of f and
g chosen, 20 random configurations of sticks are generat-
ed, each with N sticks. We look for any percolation.
Twenty random configurations at each value of anisotro-
py and E{L] were made to increase the statistical relia-
bility of finding accurate critical lengths. This is an im-
provement over Balberg and Binenbaum who presented
critical lengths found from three to five configurations
per value of anisotropy. Note that for sufficiently small
E[L], few of the stcks will overlap. Systematically,
E[L] is incremented until percolation is found. Often
this is longitudinal percolation. This should be expected,
as it is easier to percolate along a preferred direction than
normal to it. (Occasionally, at low anisotropy, P <1.4,
we may first encounter transverse percolation.) By fur-
ther incrementing E[L], we eventually come upon trans-
verse percolation. During the varying of E[L] we record
P for each random configuration. It is found that to good
approximation, P is independent of E [L]. Our results
and a companson with the theory of Sec. III will be
presented in Sec. IV.

. THEORY

Here we present a simple model that attempts to ex-
plain the dependence of the longitudinal and transverse
critical lengths on the anisotropy and the number of
sticks in the ensemble. As before, let there be N sticks in
the ensemble, with an angular distribution f(68) and a
stick length distribution g(L). Our first approximation is
to replace all the stick lengths L; with the average length
Ly=3,L;/N. Next, let us replace the angular distribu-
tion f(6) by one in which half the sticks are oriented at
@ and the other half at —@’ with respect to the y ax:s,
where @' is defined by

v
4-3?;

{|sing]) _ ‘ -
tand’= ~ (| cos8l) P, E’

For definitiveness, we now look at longitudinal percola-
tion. That is, we wish to find a set of overlapping sticks
that goes from y =0 to y =1. Consider a stick at'an
angle ¢, labeled AC in Fig. 1, where B is the center of
the stick. The only sticks which can intersect AC vm.h
nonzero probability are oriented at —¢. Furthcmore,
the centers of these sticks must lie in the parallelogmn

shown in Fig. 1. (Balberg er al. s define this as the exclud- -

R

sible cluster, that we stzrted at y =0 and that ACisthe

highest stick in the cluster, thus far. Let AC be the jth
stick in the cluster. To make progress towards y =1 we
ask for the probability that a stick has a center in AHFG
and is oriented at —§&. Remembering that the sticks are

distributed uniformly, the probability is given by the’

TR

- Eq. (4) whxchwemwnteas e

FIG. 1. A stick ACof length L is at an angle 8 with respect
to the y axis, where & is defined in Eq. (3). Sticks at an angle
—&, with centers inside the parallelogram HFIG wnll intersect
AC. ]

pro&uct of the probability of one stick intersecting 4C
with a higher y center times the number of such sticks.
Thus we have

=P.P,

I,Z_A(AHFG) [——1- >

——il, @)

where A xsthearea. [Smceansaprobabﬂxty if the
right-hand side of Eq. (4) is greater than 1, we set
P;,=1.] Furthermore, if such an intersection occurs we
see that the average y coordinate of the intersecting stick
will be at a distance P, /3 higher than the y coordinate of
AC's center. Thus, the average number of intersections
fory percolatxonn EPE i

The probablhty of ﬁndmg one percolatxng cltster in the y
direction is given by the product of n terms of the fonn of

EHAN f""’ o

m.;nr

.-..-3.' I-[ i -"'1.. .
where fromBq (4) ijsdeﬁnedas ""
Lt : 1a;, °I-l RESE B iz i
’ Pl 1, a;>1 y

and




e

[N

AT

-g

b

PP,[” ,] (8)

Note that in Eq. (6) we have assumed that n is even. If n
is odd, Eq. (6) is multiplied by P, ;.

Equation (6) gives the probability of forming one clus-
ter. However, it may be possible for several clusters to
form, especially for longitudinal percolation in highly an-
isotropic samples. As mentioned above, the y coordinate
of the intersecting stick in the cluster is at an average dis-
tance of P;/3 higher. For the x coordinate of the inter-
secting stick, averaging over AHFG gives 0. This comes
from

Plx <xp)=Plx>x3)=1,

where P is the probability function. But, we see that the
average x coordinate of the interesting stick is P,/3, as-
suming that x >xj, and it is —P,/3 if x <xg. Hence,
for longitudinal percolation we have a random walk in
the x direction, of average step size P,/3 and equal prob-
ability of stepping pomtlve or'negatwe From Eg. (5), it
takes n steps to percolate in the y direction. During thse
steps, the cluster will span an approximate distance’ in
the x direction of

P
uo_=_\/;—3L . 9

Since we are bounded by 0 and 1 in the x direction, let
Vg, Do <1 .
v=1, vo>1 ° (10)
Then v is the fractional transverse distance covered when
we are looking at longitudinal percolation. Therefore,
the total probability for a longitudinal percolating cluster
is given by dividing Eq. (6) by v to give

P =-1—P’ . _ay

To ﬁnd transverse pa'colatron, we merely interchange P,
and P, in the above equations. Given values for {|sin6|)
and ( I cosf)| ), we can use the above equations to find the
critical lengths and the anisotropy. - .i-. 4
One further matter needs to be addrused. vam a
(] cos8|), which is defined by a particular £(8) and a
choice of variance of f, there corresponds a unique
(|sin|). But for the set of arbitrary probability distri-
butions f subject to the constraints of Eq. (1), there will
be no unique relation between (Icosel) and (|sin6|).
How can we find an amsotropy that is in some sense in-
dependent of z particular f? 'I'o answer tl'ns, note that we
have the following inegralities: ;.. - ;| X

. 31'.7,8 R

=102 (| cos8]), “(Isin6]} <1 (i

and

where SR s
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and the triangle inequality was used to get the lower
bound of Eq. (12b). We do the following. A value of d is
chosen to satisfy Eq. (12b). We then vary (|sind|) in
steps, starting from d/2 and decrementing to 0 (though
not going all the way). Then (] cosf|) is given by

d—{(|sin6|), d—{|sing]) <1
1, d—(|sin6])>1.

With these values, we can find the anisotropy and use Eq.
(11) to obtain the critical lengths. We choose 1.5, the
midpoint of Eq. (12b), as the most reasonable value of 4.
It should be realized that the procedure of usmg Egs.
(12¢) and (13) is an approximation. In general, a given f
will not yield (| cosf|) and (|sind|) satisfying the linear
relationship of Eq. {12c) over a range of values of the
variance.

A program was written to find the lowest lengths that
set P, 2 in Eq. (11) as a function of anisotropy, for both
longitudinal and transverse percolation. These are the
critical lengths. The number of sticks in the sample was
a parameter in this calculation.,: .

(|sing]) =

IV. RESULTS

Here we present and compare the results of Sec. IT and
II1. First, let us consider the predictions of the model of
the preceding section. The values of critical lengths from
Egq. (11) are displayed in Figs. 2 and 3 for 100 and 500
sticks, respectively. In each figure, the solid line is for
longitudinal percolation while the dashed lhne is for
transverse percolation. Following Balberg and Binen-
baum,’ we have normalized the critical lengths in units of
the average interstick separation, 7, where

r= 1
“vVaN

From the simulations we have found the critical
lengths L, L, as functions of anisotropy, for ensembles
of 100 and 500 sticks. These are displayed in Figs. 2 and
3, respectively. For Fig. 2, we have found the critical
lengths for three types of ensembles: Those with normal
distributions for f and g; with a uniform f and a normal
g; and with constant absolute angle and a 8 function for g
{i.c., all the sticks in an ensemble are the same length).
This last pair of distributions corresponds to the
simplified choices of distributions made in Sec. III. Simi-
lar remarks hold for Fig. 3. The solid objects in the
figures are the critical longitudinal lengths. The hollow
objects are the critical transverse lengths. -

We see from Figs. 2 and 3 that for both the smnlatxons
and the theory the transverse critical lengths Ke distinctly
above the longitudinal critical lengths. Considering sepa-
rately the transverse and longitudinal results, we see that
the simulations with constant length and absolute angle
tend to yield larger critical lengths than the other simula-
tions.- This is expected,’ as a distribution of lengths will
cause the sticks with lengths greater than the mean
length to contribute preferentially to the percolation.
Hence percolation will start sooner than if all the lengths
in a sample are constant. Nonetheless, the simulation re-

(14)
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FIG. 2. The critical lengths as a function of anisotropy for
samples of 100 sticks. The anisotropy is defined in Eg. (2). The
solid and open symbols are from simulations for longitudinal
and transverse percolation, rapecnvely The lines are from Eq.
(11). RSN

sults for :transverse percolation are clustered close
enough, and likewise for longitudinal percolation, that we
find a universal behavior of the critical lengths on the an-
isotropy that is largely independent of the choice of dis-
tributions. Comparing the theory with the simulations,
we see good agreement for both 100 and 500 sticks. ‘The
largest disagreement is for the longitudinal percolation of
100 sticks, with the theory lying above the simulations.
But even here, the theoretical curve exhibits the same
trends as the sxmnlatmns and the dnsagreemcnt ns only
sexmquanmanve. . oeld TR

b o

‘=(Note that in comparing Flgs 2 and 3 thc longztudmal

and transverse results tend to converge together as we go

Balberg and Binenbaum® who showed by a topologmal

argument thatmtheﬁxmtofmﬁmteN thetwotypesof

critical lengths coincide. ™ ;1@ sl i
4-1 $ made in F.qs.(lZ) and (13) in the preceding sec-

tion. This was done to give a definite prescriptiou for the L

anisotropy. ‘If we set d equal to the lower limit, 1, weget
curves that start at a critical length around $ at isotropy,
and remain above the displayed curves as we increase the
anisotropy. This was found for both longitudinal and

_ tobeareasonableone. :
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FIG. 3. The critical lengths as a function of anisotropy for
samples of 500 sticks. The anisotropy is defined in Eq. (2). The
solid and open symbois are from simulations for loagitudinal
:lm: msverse percnhnon. respectively. The lines are from Eq.

1

transverse percolation. The agreement between the (un-
displayed) d==1 curves and the simulations is not as good
as for thed =1. SmrvesshownhcremFlgs.Zand3 Al-
ternatively, choosing d equal to the upper Bmit of 2 gives
‘curves that start and remain shghtly lower than the
‘displayed curves. Hence, we believe our choice of a‘ 1 5
'h..,A ua [ Pyt i

- - Therefore, we suggest that our theory of Set. III gives
good predictions of critical length. The theory also has
‘the computational advantage of being much faster to run.

.ThccurvsmFigsZandi&tooklssthanammuteof
:'CPU (central-processing-unit) *time each to’ find, on a

VAX 11/785. By contrast, the CPU time for the simula-

“tions is measured in hours. ‘I'hxsxswpecxanytmcforthe

simulations of 500 sticks. The CPU time required scales
roughly as the square of the number of sticks, as the most
mtenstve task isto ﬁnd the posible mtersecnons amongst

We have investigated the finite-size eﬂ'ects of anisotrop-
ic continvum percolation in two dimensions. The ele-
ments that percolate are widthless sticks." We have




developed a simple theory to explain the dependence of
longitudinal and transverse critical lengths on anisotropy
and the finite number of sticks in the sample. By com-
paring the theory to simulations, we find good agreement.
It also affords significant computational advantages over
performing simulations. We believe that our theory is
the first to explain the finite-size simulation results for an-
isotropic continuum percolation in two dimensions.
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Thus, we suggest that the theory offers a useful comple-
ment to the running of simulations.
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Electron tunneling time measured by photoluminescence excitation

correlation spectroscopy
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The tunneling time for electrons to escape from the lowest quasibound state in the quantum
wells of GaAs/AlAs/GaAs/AlAs/GaAs double-barrier heterostructures with barriers
between 16 and 62 A has been measured at 80 K using photoluminescence excitation
correlation spectroscopy. The decay time for samples with barrier thicknesses from 16 A(=12
ps) to 34 A (=800 ps) depends exponentially on barrier thickness, in good agreement with
calculations of electron tunneling time derived from the energy width of the resonance.
Electron and heavy hole carrier densities are observed to decay at the same rate, indicating a

coupling between the two decay processes.

The electrical properties of the double-barrier (DB)
heterostructure have been of great interest since its proposal
by Tsu and Esaki.! The desire to characterize the high-fre-
quency behavior of the DB stems from interest in its useasan
oscillator® and as a switching element.>* However, the time
associated with the tunneling of electrons has been the sub-
ject of more than 20 years of discussion.>® Experimental
measurements of tunneling times have required the develop-
ment of high-speed measurement techniques. Recently, two
groups have reported experimental studies of the temporal
response of DB structures. Whitaker et al.'® have used elec-
tro-optic sampling measurements to study a singie tunnef
device. Tsuchiya et al."! used the photoluminescence (PL)
from carriers in the quasibound states in the quantum well to
study the decay of the electron population in the quantum
well as a function of the barrier thickness. However, the ex-
periments of Ref. 11 were limited to times greater than 60 ps,
and Guo et al.? have raised some serious questions about the
theoretical calculations that were used for comparison with
experimental results.

In this letter we report a study of the decay of photoex-
cited carriers in double-barrier heterostructures as a func-
tion of the thickness of the barrier layers. By employing an
excitation correlation method'? we have extended the results
of Tsuchiya et al.!' to significantly shorter times and are
comparing our data with results of corrected calculations of
the tunneling times.

Double-barrier (DB) structures were grown ‘on
(100) GaAs substrates by molecular beam epitaxy in a Per-
kin-Elmer 430 system at 600 °C. After growth of 0.5 gm of
GaAs a superlattice buffer layer consisting of five periods of
50 A Aly ;5 Gag ¢s As/500 A GaAs was grown. This was fol-
lowed by growth of 2 0.7 um layer of GaAs, which provided
a high quality layer on which to grow the DB and eliminated
any optical effects from the superlattice. Then a symmetrical
GaAs/AlAs/GaAs/AlAs/GaAs DB was grown, with a
well thickness of 58 A. The final layer was a 300 A GaAscap.
All layers were nominally undoped with an estimated resid-
ual carbon acceptor concentration of 10" cm 3. Seven sam-
ples were studied, with bulk growth rate informaticn pre-
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dicting barrier thicknesses of 16, 22, 28, 34, 34, 48, and 62 A.
High-resolution transmission electron microscopy con-
firmed the barrier thicknesses of the 16 A sample and one of
the 34 A samples, within an uncertainty of two monolayers.
We estimate an uncertainty in barrier thickness of two mon-
olayers for all of the samples.

The experimental technique has been described pre-
viously.'? A colliding pulse mode-locked ring dye laser is
used to generate a train of pulses 200 fs full width at half
maximum (FWHM), at a repetition frequency of 120 MHz.
The laser output is centered at 6200 Aand hasa spectral
width of 20 A FWHM. The pulse train is equally divided
into two separate beams which are independently chopped at
/1 = 1600 Hz and f, = 2100 Hz, and delayed with respect to
one another by time ¥ ( — 500<¥<500 ps) before being re-
combined and focused to a 25-um-diam spot on the surface
of the sample. The typical average power used was 1 mW per
beam before chopping. The PL is spectrally resolved, and
detected by a GaAs photomultipliertube (PMT). After am-
plification, the PMT signal is synchronously detected by a
lock-in amplifier at either the fundamental frequency £, or at
the sum frequency f.. =f, + /5. All of the multsreported
here were taken with the sample at 80 K.

In Fig. 1 weprescntaschemancdmgramofthcpro-

FIG. 1. Schematic diagram of relevant carrier processes involved in the
double-barrier samples during the experiment. Shown are photoexcitation
of carriers in the well, mnneling of carriers out of the well, and recombina-
tion of carriers in the well
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cesses of excitation, tunneling from the well, and the radia-
tive recombination of carriers within the well. Recent obser-
vations of the thermalization times of electrons between
subbands have given times less than 200 fs.'* Hence we will
assume that the thermalization of electrons and holes to the
Jowest subband to be fast compared to the times of interest
here. A model of the measurement process has been given in
Ref. 12. We will simply sketch the important resuits. If the
electron and hole populations created by an optical pulse are
n(z) and p(t), and the populations created by two optical
pulses are independent, then the sum frequency signal J,,,,, is
proportional to the cross correlation

L (¥ acj [a()p(t — ¥) + n(t—y)p(2)]dt

This signal is due to the recombination of electrons created
by the first pulse with holes created by the second pulse, and
vice versa. If we assume that the electron and heavy hole
densities decay exponentially’ with time constants 7, and
Tun» Tespectively, then the sum frequency signal is propor-
tional to the sum of two exponentials

wm }') < [exp( - |7|/T¢) -+ exp( - ‘7!/fhh)]' (l)
We have used this result as the basis for interpreting our
data. )

In Fig. 2 we present typical photoluminescence spectra
taken at 80 K at the fundamental and sum chopping frequen-
cies. The spectrum at the fundamental frequency consists of
a single distinguishable feature centered at 7650 A. The
wavelength of the feature in the fundamental frequency

spectrum is in approximate agreement with the calculated
position of 7730 A for transition from the lowest electron
subband to the lowest heavy hole subband ina 58 A quantum
well. The peak of the corresponding feature in the sum fre-
quency spectrum is shifted slightly to longer wavelengths.
We do not, at present, have an explanation for this shift.

In Fig. 3 we prasent a semilogarithmic plot of a typical
scan of the photoluminescence at the sum chopping frequen-
cy asa function of the time delay between the two pulses. The
scan was taken at 80 K, at a wavelength of 7665 A, the peak
of the sum PL spectrum shown in Fig. 2. This delay scan
consists of a peak at zero delay with wings extending to much
longer times. The peak at ¥ = 0 is a coherence peak due to

Amplitude (a. u.)

o ‘—-: I L
7550 7600 7650 7700
Wavelength (})

Ehesc? 3

7750

FIG. 2. Typical excitation correlated luminescence for 28 A barrier sample
3t 80 K. Shown are luminescence signals at the fundamental chopping fre-
quency (solid line) and the sum frequency (dashed line). Both scons were
taken with delay 7 = 0. The sum frequency spectrum has been multiplied by
2
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FIG. 3. Semilogaritkmic plot of the variation of the sum frequency lumines-
cence signal (solid Ene) with delay y. The sample is the same as in Fig. 2.
The scan was taken 117665 A, the peak of the sum frequency spectrum. The
coherence peak at y = 0is not resolved in this scan. The dashed lines are the
fits discussed in the zxt, which give a decay time of 236 = 20 ps.

the optical interference of the two incidenat pulses on the
sample and is nct resolved in this scan. A single exponential
fits the wings in the sum frequency delay scan shown in Fig.
3. Delay scans for one sample, taken at 4 K, show evidence of
a second exponential with a faster decay. Fits to the sum
frequency delay data at 80 K using a single exponential are
shown as dashed lines in Fig. 3. The coherence peak is not
included in fitting the delay scans.

In Fig. 4 we have plotted the exponential decay time at
80 K as a function of barrier thickness for the seven samples
described above. The decay time depends exponentially on
barrier thickness for barriers up to approximately 34 A.
Qver this range of exponential dependencs the decay time
varies by two orders of magnitude. For thicker barriers the
decay time seems to approach a value that is independent of
the barrier thickness. With the 120 MHz repetition rate of
the excitation pulises, there is an upper limit on the order of 2
ns to the decay times that can be measured accurately with
our technique. Conscquently, the result for the sample with a
barrier thickness of 62 A should be viewed with some cau-

1 I S | i i .¢.;1

0O 10 20 30 40 50 60 70 80
Barrier Thickness (1)

FIG. 4. Measured decay times as a function of barrier thickness. The data
points are the mexsared decay times, with error bars on the thickness based
on uncertainty in the barrier thickness and error bauss ou the decay times
from uncertainties in the fits to the delay scans. The solid [ine is the electron
tunneling time cakulated from the width of the lowest conduction-band
transmission resonance, using a two-band expression for the wave vector in
AlAsbarriers. Thedashed line shows the tunneling time for beavy holes and
was calculated using 2 one-band expression for the barrier wave vector.
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tion. Our measured decay times are about a factor of 4 longer
than those of Tsuchiya et al."'

In Fig. 4 we have also plotted the time calculated for
electrons and heavy holes to tunnel out of the quantum well.
The solid line is the electron tunneling time, and the dashed
line is the heavy hole tunneling time. We will assume that the
light holes thermalize to become heavy holes on a time scale
short compared to times of interest here. From Ref. 7 the
time for a particle to tunnel out of a quasibound state in the
quantum well is related to the energy width of the corre-
sponding resonance in the transmission probability by
7 = i/ AEgwum - The transmission probability is calculated
using the transfer matrix approach of Kane,'* modified to
account for the different effective masses of the particle in
the quantum well and in the barrier.

For electrons, we have considered only I'-point barriers.
It is appropriate to use a simple one-band expression for the
wave vector in the well, k = (2m2m E /#)"/?, where m? is
the effective mass in the GaAs well, m, is the free—lectron
mass, and E is the energy of the particle with respect to the
GaAs band edge. With the pure AlAs barriers in our sam-
ples, the lowest quasibound electron state has an energy far
from the band edge in the AlAs barriers. Hence we have used
a two-band model'® to calculate the wave vector in the bar-
riers. The barrier height used in these calculations was 1.07
eV, corresponding to a valence-band offset of 0.55 eV'%and
an AlAs band gap of 3.13 eV. The effective masses in the well
and the barriers were taken to be 0.067m, and 0.15m,, re-
spectively.'” For the heavy holes, we used 2 one-band expres-
sion to estimate the wave vector in the barriers. From the
theoretical curves in Fig. 4, we can see that the tunneling
time for electrons i; much shorter than that for heavy holes.

Comparing these theoretical estimates of the tunneling
times with the decay times observed experimentally, we note
that the decay times agree well with the shorter tunneling
time of the electrons. In contrast, if we expected Eq. (1) to
explain the data, then we should observe two decay times, a
short one near zero delay and a longer time at much longer
delays. We might expect the longer decay time to be that for
the heavy holes. There are a number of phenomena that
could contribute to the observation of a single time that is
close to the electron tunneling time. First, with the widely
differing decay rates for electrons and heavy holes, it is very

"likely that the quantum well becomes charged. Rapidly es-

caping electrons could leave slowly decaying holes behind.
The areal densities of holes and electrons produced in our
experiment are roughly 10'' cm~2, which are high com-
pared to the background doping of 10° cm~>. These areal
densities produced by the photoexcitation could result-in
very substantial amounts of band bending. We would expect
the potential across the barriers due to charging created by
the differences in escape rates to increase the tunneling es-
cape rate for holes. This effect would tend to make the elec-
tron and hole densities in the well follow each other and
produce a decrease in the tunneling time for holes. Second, at

higher temperatures, we would expect significant occupancy
of the lowest light hole subband. The tunneling time for the
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light holes is even shorter than that for electrons and, hence,
could offer an escape channel for the heavy holes. This phe-
nomenon could be responsible for the changes in the ob-
served delay scans with temperature. Finally, if we couple
the finite spot size of the laser with the variations in decay
rates, we might expect density gradients and electric fields to
develop in the plane of the quantum wells. These density
gradients and electric fields could act to make the hole den-
sity follow the electron density by inducing hole transport in
the plane of the quantum weil. We are attempting to carry
out a detailed numerical simulation of this complex problem
which will be important in understanding the results of any
of the measurements reported to date that are based on opti-
cal excitation.

In summary, the tunneling time for electrons to escape
from the lowest quasibound state in the quantum wells of
GaAs/AlAs/GaAs/AlAs/GaAs double-barrier hetero-
structures has been measured at 80 K using the technique of
photoluminescence excitation correlation spectroscopy. Re-
sults are in good agreement with calculations of electron
tunneling time based on the energy width of the resonance in
the transmission coeficient.
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We have theoretically investigated the phenoménon of alloy clustering in epitaxial films and, in
particular, the case of Al, Ga, _ , As grown epitaxially on GaAs. Weshow in the general case that
the elastic strain in the film, caused by the finite mismatch between the lattice parameters of the
film and the substrate, may change the miscibility properties of the film. A miscibility gap could
be opened in the material composing the film, even if there is no such gap in the bulk material.

Conversely, the strain could stabilize a solid solution in the film in cases where there is a
miscibility gap in the bulk material of which the film is composed. We estimate that these effects
are too small to account for phase separation in the case of Al, Ga, _ . As on GaAs, but could be

important in other systems, such as In(As, Sb).

1. INTRODUCTION

Devices consisting of epitaxial layers of Al Ga,_,As
grown on GaAs substrate have gained prominence in elec-
tronic and optoelectronic research.! In many cases, the per-
formance of such devices depends on controlling the compo-
sition of the epitaxial layer {the x'in Al, Ga, _ . As). In recent
years, several experimental papers have been published, in-
dicating that under certsin growth conditions, the composi-
tion of the epitaxial layer is not uniform. Holonyak er al.?
observed photoluminescence features that were compatible

with alloy clustering in MOCVD samples of Al, Ga, _,As -

grown on GaAs. Petroff et al.’> have observed aiternating
layers of Al- and Ga-rich Al, Ga, _,As in MBE samples
grown on GaAs(l 10). These layers were parallel to the inter-

- face, about 100 A thick, and the variation in composition
was estimated by Petroffer al. to be at least 5%. These results

are somewhat surprising in light of the fact that bulk
Al_Ga, _, As is known not to have a miscibility gap.* .
Several possible mechanisms could lead to the clustering
in the epitaxial layer. First, the relatively low growth tem-
perature suggests that the observed clustering could be me-
tastable; that would not explain how the clustering forms,
only why it is observed. Second, the observed clustering
could be stable in bulk Al, Ga, _, As at low temperatures,
and the thermodynamical data (obtained from high tem-

- perature experiments) should be reevaluated for low tem-
peratures. Third, the clustering was only observed in thin -

films grown epitaxiaily on 2 GaAs substrate; the clustenng
may, therefore, be induced by substrate

In this paper we examine this third possibility, namely,;

that the substrate induces the chistering. We investigate the
effects of the strain in the film, induced by the substrate, ‘on

the miscibility properties of the film. (This mechanism was
~ proposed by Maximov® to explain clustering effects m'

GaAs_P, _,.) We conclude that the strain term could, in
general, change these miscibility properties, i.e., 2 miscibility
gap could be either opened or closed by the strain. To be
more specific, in the case of a particular system like

- Al,Ga, _,As on GaAs, we have to know the elastic con-
" stants of the film over the entire composmon range. So far
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these elastic constants have not been measured for any of the
HI-V ternary systems.

This paper is organized as follows. In Sec. II, following
this introduction, we discuss the effects of strain on phase
separation in the epitaxial layer. The treatment is rather gen-
eral in that section. In Sec. ITI, we consider some III-V sys-

" . tems in which the strain in the film (induced by the substrate)

may change the miscibility properties of the film. In Sec. IV,
we attemnpt to estimate the relevant parameters for the parti-
cular case of Al, Ga, _, As on GaAs. Our estimates of the
relevant parameters would indicate that the strain term is
too small to open a miscibility gap in the Al, Ga, _, As film,
suggesting that the observed clustering is metastable. In Sec.

V, we draw conclusions based on our study.

Il. EFFECTS OF STRAIN ON PHASE SEPARATION |

In this section we estimate the excess free enerzy of an
epitaxial film due to the induced elastic strain. We will show

© that this excess free energy may have both positive and nega-

tive second derivatives with respect to the alloy composition
(in the general case of a film composed of a binary or a pseu-
dobinary alloy). This would imply that the strain in the epi-
taxial layer may in some cases stabilize and in others destabi-
lize clustering. The magnitude of this excess free energy de-

- pends on the elastic constants of the alloy, as well as on the.

lattice mismatch. If the lattice mismatch is too small, the

 extra stabilization (or destabilization) of the clustering, re-

sulting from the elastic strain, could be negligible compared

. to the enthalpy and entropy of mixing. In Sec. IV, we will

estimate that this is the case in Al, Ga,_,Asgmwnon
GaAs.
Whentherexsanmmatchbetweenthelamcepunmem

- of the substrate and the film, strain effects are observed in the

crystal. When the epitaxial film is very thin, it is energetical-
ly favorable for the film to be strained uniformly, such that it
adopts the lattice parameters of the substrate paralle] to the
interface. No bonds have to be broken in this case, but the

. elastic strain energy accumulates as the film grows thicker

and thicker At some critical thickness, misfit dislocations
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would relieve part of this strain {see, for example, van der
Merwe and Ball® and references therein). In our treatment
here, we should only treat the case of a thin film, having no
misfit dislocations.

When the film adopts the lattice parameters of the sub-
strate, its elastic strain energy is given by Hook’s law

AE=1V-Cf?, (1)
where ¥V is the volume of the film, C is some elastic constant
of the film, and f'is the strain in the film. The strain energy
AEin Eq. (1) could depend on the composition x of the alloy.
For discussing phase separation, we have to consider only
the second derivative of the energy with respect to composi-
tion. Constant and linear terms in composition would not
alter the total energy of the system upon either separation or
mixing. If the second derivative of the strain energy with
respect to x is positive, the strain would drive the system
toward mixing, if it is negative, toward phase separation.
The strain energy is only part of the total free energy, which

also includes enthalpy of formation (the linear part of the

enthalpy), enthalpy of mixing (the nonlinear part), and en-
tropy of mixing terms. Consequently, the driving toward
phase separation or mixing due to strain competes with the
driving toward separation or mixing due to the other terms.
One can see, however, that the sign of the curvarure of the

_ free energy could sometimes be reversed by the strain term.
For example, in the vicinity of coexistence points, where the

curvature of the bulk fres energy is zero, it is the elastic strain
term that could make the difference.

In our treatment, we assume a general model of a binary,
or a pseudobinary alloy, say A _ . B,. We further assume
that this alloy is grown on a substrate consisting of one of the
two materials that form the alloy {say A). In our notation,
therefore, when x = 0 the film composition is identical to
that of the substrate. The composition dependence of the
strain energy comes, in this case, from the composition de-
pendence of the thres terms in Eq. (1), namely V, C, and f.
Usually, the materials in question are nearly lattice matched,
and, therefore, the specific volume is aimost independent of
composition. We shall assume, therefore, that the film vol-
ume ¥'in Eq. (1) is independent of compositicn. The second
term in Eq. (1}, C, can be expressed in terms of the usual
elastic constants of the film and depends on the crystal direc-
tion of the epitaxy. In the case of a cubic film grown on a

. cubic substrate, C is given by’ . -l
. 4C? C : L
2C,, + 2Ca ——= for (100)/(100) . =~ .
C= Cu . 55(2)
12C(Cy, +2C12) for (lll)/(lll)
Cp +2Cy, +4C,,

The composition dependence of Ccan be calculatcd fmm t.he
. composition dependence of Cy;, Cy;, and C,,. Finally, the
composition dependence of the strain is linear, according to -

Vegard’s law. Therefore, if 4a is the difference between the

- lattice parameters of the two end materials which form thc

alloy, then

AE:chyulc@f;’ | f}#

2
In Eq. (3), the composidonal dependence of the strain energy

- o - . o - an e oa v..008..m snnE

is lumped in the term C (x)x°. It should be emphasized here
that this term may have a second derivative with respect to x
of both positive and negative sign. To demonstrate this, as-
sume that C (x} is a linear function of the composition

Cx)=Coll =x)+Cyx. - (4)

In that case, the second derivative of C (x)x’ is also a linear
function of x:

—xz-[C(x).le =2Co({1 —x) +(6C, —4Colx. (5)

Therefore, in this example, C (x)x* always curves upward for
small values of x but may curve downward nearx = 1 if the
slope of C (x) is negative enough (C, <3 Co).

. TERNARY lIl-V SYSTEMS

As we have mentioned in the previous section, the energy
term due to strain in the film has to compete with the bulk
terms (enthalpy and entropy of mixing) in the film material.
While exact numbers are not available in most cases, we
would like to estimate the order of magnitude of each of
these terms.

The entropy-of-mixing term dominates the free energy at
high temperatures. In many of the III-V ternary systems,
the entropy of mixing can be approxnnated by assuming that
the solution is ideal:

S, = — Nk [xlogx + (1 —x)log(1 —x)], (6)

where ¥ is the number of formula units. Taking the second
derivative of Eq. (6) with r&spect to concentration

a3s,, [

L om _ _Nk|—=

ox> + —x
4kTis approximately 300 ch at 600 °C. This term is, there-
fore, quite large at normal growth temperatures.

We would like to comment on the correction of Eq. (6) if
the solid solution is not ideal. In that case, different arrange-
ments of the atoms would have slightly different energies.
Since the number of different arrangements of atoms (config-

]<—4{Vk. 4_ (7

. urations)is very large, we may assume that it has a Gaussian

energy distribution, with average u and standard deviation
o, which depend on the composition. Now, it is rather
straightforward to use this Gaussian dlstribnuon to obtam
bothpa.ndSasfuncuonsoftempmture .

A . T
=)~ kT 0 et (8).

and R

S(T) = Sise —lk(kr)2 : f-;'.(9)

pT)=p(T= o

where S“ is gtven by Eq. (6). It should be noted hete that

the expressions (8) and (9) should be viewed as asymptotic
expansions, correct only in the limit of high temperature.
Expressions such as Egs. (8) and (9), as well as higher order -
terms, were given by Hildebrand and Scott.” It should be
noted that o vanishes at the endpoints of the composition
range (x = 0 orx = 1)and attains a maximum in between. At
this maximum J*o?)/dx* <0. Therefore, the correction to
the free energy of mixing due to finite temperatures in Eqs.

'(8) and (9) has a positive curvature, thus enhancing mixing
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TasLE 1. Elastic constants Zmes the volume of a formula unit for various
11I-V semiconductors (in uzits of eV). C|;oy and Cyyy, Were defined in Eq.
(2). From this table it seems that a value of 100 eV has the right order of
magnitude for the III-V semiconductors.

Material Clon Cium
GaP 74.9 103.7
InP 59.9 94.4
GaAs 69.6 97.6
InAs 53.2 83.5
AlSb 60.6 87.0
GaSb 62.0 86.5
InSb 53.7 82.5

rather than separation. The magnitude of these correcuon
terms is usually small’

The enthalpy of mixing term is the one that poses the main
difficulty. It has to have a magnitude of more than a few tens
of meV to dominate in temperatures of a typical crystal
growth. The enthalpy of mixing in most ternary (pseudobin-
ary) ITI-V alloys is usually approximated® by regular solu-
tion theory:

AH™ =ax{l —x), (10)

where ¢ is an interaction parameter. Experimental estimates
of ¢ in Eq. {10) for several III-V ternary systems are given by
Panish and Ilegems.? Various phenomenological models, us-
ing several unknown parameters, were used to obtain these
values. The uncertainty in the accuracy of these parameters,

therefore, is still unknown. Stringfellow” has observed ascal- -

ing of @ in Eq. (10) like the square of the mismatch in most
II-V alloys. Martins and Zunger'® showed that such ascal-
ing is expected on theoretical grounds from the strain com-
ponent of AH™ . They have further showed that the chemical
effects, due to charge transfer between bonds, do not scale
with Ag?, but for random alloys this contribution is small.
We shall now discuss the contribution of the elastic strain
in the film. The excass ecergy due to elastic strain in the film,

induced by the substrate, is given by Eq. (3). To calculate this -
" term, we have to know the elastic constants of the alloy for -
" the whole composition range. Such a complete set of data has

not been measured for any of the III-V ternary systems. We -

e

can, however, estimate the magnitude of this term.

We assume that the second derivative of } C (x}x? with re-

spect to x is of the same order of magnitude as C (x). This

assumption is equivalent to assuming that there are no
“spikes” in C (x). To estimate this value, we present in Table I
the relevant elastic constants, Cyoq and Cyyyy) for several '
* binary III-V semiconductors. These elastic constants were '

calculated [using Eq. (2)] and later multiplied by the volume

when the mismatch is 10%.

Only when the mismatch between the film and the sub-’
strate is on the order of several percent, the strain term is
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Self di‘fusion of Go in CaAs
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F1G. 1. Characteristic seff-diffusion times of Ga in GaAs according to the
experimental data of Guidstein (Ref. 13, solid lines) and Palfrey er al. (Ref.
14, dashed lines). The time required to diffuse over characteristic distances
of 5, 10, and 100 A is shawn vs temperature.

appreciable (on the order of 10-100 meV). It may still be
smaller than the entropy-of-mixing term, but when the en-
tropy-of-mixing term is nearly balanced by the enthalpy of
mixing, the strain can make the difference.

. Fora precise calculation, one has to know both the elastic
constants of the film material as a function of composition
and the thermodynamical data. At present, the elastic con-
stants of the alloys have not been measured, and thereisalot
of uncertainty abour the thermodynamical functions of these
alloys (see our discussion of Al, Ga, _ . As, which is one of
the best characterized alloys, in the following section). We,
therefore, cannot hope at this momeat to make any definite
statements, only to point at some alloy systcms that could
prove to be interestng. .

* We are interested in systems thathave a]argennsmatch
(1 %—10%), and a large, positive enthalpy of mixing. Among
the ternary III-V systems, these two properties are correlat-
ed” since the chemical contribution to the enthalpy of mixing

'is usually small for random alloys.! The four ternary m-v

systems that include InSb are of parm:ular interest, since

" they all satisfy the large mismatch condition. In addition,

;In(As, Sb) is a candidate for strajned layer superlatuca with

- omall ety
of a formula unit (a°/4) to obtain the value of the elasug__’,_f_-; band gaps that may be used as IR mat

constants per formula unit. From Table I, it follows that. .
Cx)}-a*/4 is on the order of 100 eV per formula unit. Mul- -
plying this value by the square of the strain, we obtain that_ . :
the elastic strain contribution to the free energy is on the -
order of 0.1 meV per formula unit when the mismatch is -
0.1%, 10 meV per formula unit when itis 1%, anduptolev :

.‘h ..

IV. Al _Ga,_,_As on GaAs o ‘."‘-;

In this section we estimate the relevant parameters for the
Al, Ga, _, As on GaAs interface. Since the experimental
data is incomplete, we have to estimate several pamnetexs
based on theoretical considerations. = .

A. Kinetics
- Knowing the kinetics of the system could help clarifying
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whether the clustering in Al, Ga, _ . As is stable or metasta-
ble. Unfortunately, only partial self-diffusion data are avail-
able for the Al_Ga, _, As system, and they are mainly high
temperature data. In Fig. 1, we show characteristic times for
self diffusion of Ga in GaAs vs temperature. There are two
sets of curves in Fig. 1, corresponding to diffusion data of
Goldstein'® and of Palfrey et al.'* In each set there are three

p=psm| )

(The discrepancy betwesn the two sets of data was attributed
by Palfrey er al. to the difference in As overpressure during
growth.) One can easily see in Fig. 1, that nonequilibrium
features as narrow as 5 A would require about a day of an-
neal at 800 C to dissipate, if we take Goldstein’s data as
representing the actual diffusion rates. This would imply
that the features as large as those observed by Petrofer al.>
do not have enough time to equilibrate. On the other hand, if .
Palfrey’s data represent the actual diffusion rates, then at
800 C it will take only few minutes to establish quasiequili
briumonaSA scale and several hours to establish quasiequi-
librium on a 100 A scale. In that case the features observed
by Petroff et al. could be formed spontaneously from a um-
form alloy if they are more stable.

The large discrepancy between the two sets of seif-diffu-
sion data, as well as lack of self-diffusion data of
Al_Ga, _,As, does not enable us to determine whether
thermal equilibrium was established based on annealing
time. We, therefore, have to determine if the clustered alloy
is more stable than the oniform alloy, based on energy con-
siderations.

Do = IX 107 sz S—l
Dy=39%x10"%cm?s~

B. Thermodynamics

In our treatment we would like to use the 1dal-solutlon )

expression for the entropy of mixing. Recent expcnmental”
and theoretical'! papers have questioned the ideality of
Al, Ga, _ . As grown at the 600800 °C range. We may bave

to correct the entropy of mixing to account for nonideality,

but it was shown in the previous section that such a correc-:

tion, at least to first order in 1/T, would enhance mixing

rather than separation. Assuming that the Al, Ga,_,As
solid is an ideal solution,'® the entropy of mixing was givenin .
Eq. (6). The entropy contribution to the second derivative of

mula unit at 600 'C.Wewillshowthatxtxsalmostanorderof

of the enthalpy of mixing, hence, dominating the mmng
properties of Al, Ga, _.As above 600°C. .

The enthalpy ofmmngofrandomAl Ga,_.As hasbem
* estimated to be zero, or very close to zero. These estimates

-

"Foster et al.'® have investigated the solidus line of the”

[i.e., @ =0 in Eq. (10)]. Stringfellow® also concluded that .
a = 0in the Al Ga, _,As system. Otherﬁguresquotedm
the literature are a= — 500 cal/mol® at 1000°C,
a = + 400 cal/mol' at 700°C, and @ = — 3892 + 4T cal/
mol! for 1073 K < T<1273 K. (1 kcal/mol =
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the free energy is at least 4Nk T, which is 300 meV per for- -

itude lar; absolute value) than th conm'bnuons u
magnitude larger (in value) ¢ ataprscn'bedvalucofd —2.35A.ratherthanattheopn-'

_mal distance, and the hydrogenic wave functions were inflat-
. edbyafactorof 7y =
" were used to control the electmnegatmty of the hydrogcmc
* shell'® {that was used to mimic the bulk Al, Ga, _ , As).

were, however, based on high-temperature measurements. ;‘

. AlLLGa, _ ,Assystemandconcludedthatthxssyst:mmdul .

4313 meV_/ -
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curves, corresponding to diffusion over characteristic dis-
tances of 5, 10, and 100 A. The relation between diffusion
distance(d ) and diffusion time (¢ ) was calculated according to

t=d*D, ' (11)

where the diffusion coefficient D is given by

0= 5.6 eV, (Goldstein™)
1, Q=2.6¢V, (Palfrey eral.’). ’ (12)

I . ."
formula unit). The experimental figures, therefore, are some-
where in the range

|e| = <25 meV/formula unit, (13)
and were obtained by fitting the phase "diagram of
Al, Ga, _, As. To obtain yet another estimate of @, we have
performed ab initio self-consistent calculations om As-
(Ga, Al),H};~ clusters. Our calculations (to be described be-
low) give an estimate of & which is included in the experi-
mental range given in Eq. (13) in the separating region
. (@ > 0), but extends beyond the experimental range in the
mixing region {a <0).

“Our calculations were performed as follows. Self-consis-
tent generalized-valence-bond'’ formalism was used to cal-
culate the total energy of AsGa H};", AsGa,ALH};, and
AsAlH}; clusters. The quasichemical interaction was cal-
culated according to

E E
Lasca, T2 a0, (14)
o 2
InEq. (14), E ssG,.ay, is the total energy of the AsGa,ALH;};
cluster, etc.
_All the clusters in our calculations consisted of a central

R=FE , Gon, —

- arsenic atom surrounded by a shell of four cations [either

gallium or aluminium atoms), which was in turn surrounded
by a shell of 12 hydrogen atoms. The hydrogen atoms were
used to terminate the dangling bonds of the cations. The
angles between the bonds formed by each atom and its near-

. est neighbors were kept tetrahedral (109.47°) throughout the

_ calculation. The clusters had a net charge of 3- to ensure

© covalent bonding similar to that in the crystal The alumi-

_num, gallium, and arsenic atoms were represented by a dou-
ble-{ basis set, contaming s- and p-like wave functions. The
hydrogen atoms were represented by a single, s-like wave
- function (a minimal basis set). The distances between the
- hydrogen atoms and their neighbor cation atoms were kept

2.5. These two parameters, 7 andd,,,

, Thevalueof.f)mliq (l4)dependsonthemdmdualGa—

""As and Al-As bond lengths. In Fig. 2 we show the total

_energy of the AsGa,ALH,, cluster (dashed cnrves) and 2of -
" Eq. (14} (continuous carves) as contour maps in the plane of
:Ga-As vs Al-As bond lengths. One can observe in Fig. 2 -
that a value of ’

—~0.020<2< +0.004¢V . ’ 19
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22 23 2.4 25 26
T T TR —r

' Ga—As bond length (A)

g 2425 26
Al—-As bond length (A)

F1G. 2. Total energy of the AsAl,Ga,H}; cluster (dashed lines), and the
quasichemical interactions, (2 ) (solid lines) as a function of the Ga-As and
Al-As bond lengths. The mteraction parameter {2 was calculated using Eq.
(14). It is acting toward poase separation when positive and toward phase
mixing or compound formation when negative. Its value is rather small for
_ ail reasonable values of the bond lengths, in good agreement with Eq. (13).
Solid triangles represent the values that were actually calculated (using gen-
eralized valeace bond me:.hod] The values between the mangles were inter-
polated.

is obtained for all reasonable values of the Ga—As and Al-As
distance. The {2 calculated in Eq. (14} include all the bonds
between one anion and its neighboring cations. The relation
between 2 in Eq. (14)and « in Eq. (10}, was calculated using
the quasichemical model.” We assume that the contribution
to the excess enthalpy of mixing is given by £ from each
arsenic atom that is bonded to two gallium and two alumi-
num atoms; £2 /2 from each arsenic atom that is bonded to
one cation of one kind, and three of the other kind, and 0

- from each arsenic atom that is bonded to four cations of the
same kind. If we further assume that ail the configurations of
cations are eqnally probable [T = « in Eq. (8)], then the
enthalpy of mixing per formula unit for the random alloy is
given by

s =(g) =0+ (() 2 —x)£+©’?’“"‘m .

O.

+(3)x(l x)’” ()(1 xx'0

=20{1-x) (1 +x— R (1)

" The polynomial (1 +x — xz)vanasbetweenland l.251nthe

range 0 <x < 1. Therefore, by comparing Eqs (16)to (10), it -
follows that @ ranges between 2 and 2.5 {2, using this model. -
Therefore, our calculations yield a value of « in the range

: —50<a< + lOmeVperformulaumt.Thxswnmatexsm-
cluded in the experimental estimate given in Eq. (13} in the

. separatmg (a> 0) range, but extends it somewhat in the n mlx- ,

* ing (@ <0) range.

We now take the second derivative of the enthalpy ot' mx-
ing in Eq. (10} with respect to the concentration x to obtain'a
value of — 2a per formula unit, which is more than — 50
meV per formula unit, using both our calculations and the

experimental data. This is almost an order of magnitude
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smaller than the 300 meV contributed by the entropy of mix-
ing. Our calculations, therefore, suggest that there is no mis-
cibility gap in the Al, Ga, _, As.

We would also like to comment here about the formation
of an ordered compound (Al,  Gag 5 As) as was reported re--
cently by Kuan eral.'’ Such a compound will be thermody-
namically stable if the gain in enthalpy of mixing more tkan
offsets the loss in eatropy of mixing. According to the quasi-
chemical model described above, the enthalpy of mixing of
such an ordered compound is {2 per formula unit, compared
to § £2 of the random alloy of the same composition. [§ 2 is
the value of Eq. (16} at x = }]. The gain in enthalpy of mixing
is, therefore, § £2 per formula unit, according to this model.
The entropy of mixing of the compound vanishes due to the
ordering, while the entropy of mixing of the alloy equals

— k log 1, representing a free euergy loss of about 0.7kT,
which is approximately 50 meV per formula unit at 600 °C,
compared to enthalpy gain of 2 which is at most 7.5 meV
according to our calculations. Srivastva ez aZ."! have suggest-
ed that charge transfer from the weaker Ga—As bonds to the
stronger Al-As bonds may result in a negative enthalpy of
mixing, which in turn results in compound formation at low
temperatures. Our calculation of 2 described above agree
with the sign of the enthalpy suggested by Srivastva ef al.,
but the critical temperature required for such compound for-
mation is, according to our calculations, much lower than
600 °C. Our calculations, therefore, suggest that the ordered
structure observed by Kuan et al."’ may not be the equilibri-
um state of Al, Ga, _, As

Finally, the elastic constants of Al, Ga, _ . As as a func-
tion of x have not been measured experimentally. Fortunate-
Iy, the strain in an Al, Ga, _, As film grown on GaAs is so

'small that we can easily establish the fact that the strain

contributes less than 1 meV/formula unit to the total free

- energy. The difference in lattice parameters between GaAs

and AlAs is extensively documented in the literature, Etten-
berg and Paff’® showed that the mismatch varies between
0.14% at room temperature, to 0.0% at approximately
950 'C. We can, therefore, assume that above 600 °C,

(4“) <1075, ' (17)
a -

The contribution of the strain for such a small mismatch was
estimated in the previous section to be on the order of 0.1
meV per formula unit. Even if we allow an order of magni-
tude error in the estimate of the second derivative of C x)-x?,
the contribution of the strain is still at most I meV. Such a

_ small contribution cannot affect the miscibility properties,

unless the enthalpy of mixing and the entropy-of-mixing
terms exactly cancel. This was shown not to be the case.

.V. SUMMARY AND CONCLUSIONS

In this paper we have investigated the effect of substrate-
induced strain on the miscibility properties of an epitaxial

film consisting of an alloy. This investigation was motivated

by the observed alloy clustering in Al, Ga, _ , As grown epi-
taxially on GaAs. We have shown that in some cases the
miscibility properties of the film can be reversed by the strain
induced by the substrate. A miscibility gap could be opened
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in the film even if no such gap exists in the bulk alloy, and
conversely, a miscibility gap in the bulk alloy could be closed
by the strain.

The substrate-induced strain in the film is small for alloys
that are closely matched to the substrate. For a mismatch of
0.1%, for example, we have estimated the strain effect to be
only a fraction of a meV per atom (in the case of III-V ter-
nary alloys). For a larger mismatch, say 1%, the contribu-
tion to the free energy is on the order of 10 meV/molecule.
This contribution is still too small to offset the entropy of
mixing at typical epitaxial growth temperatures. In cases in
which the entropy of mixing is nearly balanced by the enth-
alpy of mixing, however, the strain term could tip the ba-
lance. We have suggested that this effect may be important in
strained - layer superlantices based on In(As, Sb). Since
strained-layer superlartices are grown at relatively low tem-
peratures, miscibility gaps may be present in In(As, Sb) al-
loys. It would be of great technological interest to find
whether the strain can lower the critical temperature of the
miscibility gap, or alternatively, enhance directional phase
separation. Currently, lack of elastic data regarding these
alloys as well as uncertainty about the thermodynamical
data prohibit any serious attempt to calculate these effects.

We have also investigated the Al, Ga, _ , As on GaAssys-
tem. In that case we have concluded that the strain is too .
small to affect the miscibility. Since clustering was observed
in this system, and we concluded that strain effects could not
have caused it, we have examined tne thermodynamical data
in more detail. We have performed ab initio calculations of
the enthalpy of mixing Al, Ga, _,As and concluded that
d*H,, /9x° is about an order of magnitude smaller than
d3*TS,, /9x* at the normal growth temperature (7"> 600 °C).
Our calculations are supported by the experimental data of |
Foster er al.'® which indicate that the Al, Ga, _, As system
behaves as a nearly ideal solution. In light of this big differ-
ence between the contributions of the enthalpy and eatropy
of mixing, the very small additional term due to strain can-
not open a miscibility gap. It seems likely, therefore, that the
uniform random alloy is the most stable state of the
Al_Ga, _, As system at temperatures above 600 °C. We at-
tribute the fact that clustering was observed in that system to
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the slow kinetics at 600—-800 °C.
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Growth of superconducting V;Si on Si by molecular beam epitaxial

techniques

E.T. Croke, R. J. Hauenstein,® and T. C. McGill
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(Received 26 April 1988; accepted for publication 6 June 1988)

Superconducting thin films (500-1000 A in thickness) of 4 15 V,Si have been grown on
(111)Si substrates through molecular beam epitaxial techniques. V and Si are codeposited in a
feedback-stabilized, 3:1 flux ratio from dual e-beam evaporators onto clean, heated Si
substrates in an ultrahigh vacuum chamber. For the first time, the superconducting 4 15 V,Si
phase is metastably fabricated directly on a crystalline Si substrate without the formation of
thermodynamically favored Si-rich V, Si, phases. Our films exhibit superconductivity only

- within a narrow range of intermediate growth temperatures (centered near 400 °C), with an
optimum T, of 12.5 K. X-ray diffraction shows the superconducting films to be polycrystalline
A 15 V,Si. For slightly higher growth temperatures (=530 °C), Auger profile, x-ray, and
transmission electron microscopy measurements indicate the appearance of an intermediate
layer of roughly 1:1 V:Si composition. Our observations demonstrate that a growth
temperature near 400 °C results in successful nucleation of the superconducting 4 15 phase
while minimizing solid phase reaction with the substrate during V,Si growth.

Materials which crystallize in the 4 15 structure have
long been of interest for their superconducting properties.
Recently, one of these A 15 materials, V,Si, has been shown
to exhibit a close geometrical lattice match to (111)Si." The
lattice match between V,Si and Si is shown in Fig. 1. There
we see that the (1 1) surface unit cell of (111)V;Si coin-
cides in size almost exactly ( <0.4%) witha (V3 X3)R 30"
surface cell of (111)Si.> The nature of the chemical bonds at
such an interface appears favorable to epitaxy, although a

significant amount of reconstruction may be necsssary. This

lattice match, along with the recent advances in Si molecular
beam epitaxy ( MBE) which have made possible the fabrica-
tion of epxta:ual, single-crystal metal’® (NiSi, and CoSi,) and
insulating® (CaF,) films on Si, invites the possibility of
growth of multilayered device structures based on various
combinations of epitaxial superconductors, scxmconductors,
normal metals, and insulators, on Si.

Unfortunately, it has previously been impossible to sta-
bilize growth of V,Si films directly on crystalhne Si Studies
have shown that the thermodynamics*® and (in some cases)
kinetics® instead favor the formation of the most Si-rich va-
padium silicide phase, VSi,, on a crystalline Si substrate. In
particular, the V-Si phase diagram contains several V,Si,
compounds, none of which exhibits superconductivity ex-
cept V,Si, the most V-rich (and in the presence of excess Si,
the least stable) phase® This previous work was based on

solid phase reaction (SPR) of thin V films with Si sub- .

strates®* and also on SPR of sequentially deposited Si-V dif-
fusion couples onto SiO; or Al,O, substrates.*’

In this letter, we report the first successful fabrication of
superconducting V,Si films directly on a crystalline Si sub-
strate. Our V,Si films were fabricated by molecular beam
codepomuon of V and Si (3:1 flux ratio) directly onto heated
substrates in an ultrahigh vacuum (UHV) chamber
Growth temperatures significantly lower than those Te-

) Present address: Hughes Research Laboratories, Malibu, CA 90265.
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quired for SPR silicide formation®*® were used, thereby
avoiding the problem of reaction with the substrate while
retaining sufficient surface mobilities to allow formation of
the A4 15 structure. For an appropriate choice of growth pa-
rameters, our V,Si films consistently exhibit superconduc-
tivity with 7.’s as high as 12.5 K with sharp transitions (A7,
=0.2 K). While all the films studied here proved to be poly-
crystalline, we believe that this work takes the first step to-
ward achieving an epitaxial superconductor on Si.

The thin films studied here were grown in a custom-
built UHV system specifically designed for silicide growth. "
Silicon and a transition metal (in this case, V') are codeposit-
ed at a predetermined flux ratio from dual e-beam sources
onto heated substrates. A tungsten heater filament is used to

V3Si-Si Lattice Match

Symboi Atomic Loyw Loyer §

@ (111)=-Si : & 0
. @ (111)=VSi : Si 1
o (MM)=wS :v |- 2
[o) (111)=VSi = S 3

FIG. 1. Mlustration of the lattice match between (111)V,Si and (111)5i

. structures. For clarity, oaly one stomic layer of the Si and three of the V,Si

are shown. The fundamentai surface unit cell of V,Si is almost exactly the
same size as the (V3 X3)R X0 surface cell on (111)Si. However, sinceonly
173 of the Si atoms Jie under the Si atoms in V,Si (comers of the rhombus),
there are three transiationally equivalent lattice matches and, for each of
these, a pair of 180° rotation twing, making & total of six possible epitaxial
matches of V,Si to a given (111)Si surface.
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radiatively heat the substrate. Substrate temperatures were
calibrated to the heater power level through observation of
Au/Si and Al/Si eutectics, giving reasonably accurate tem-
perature-power level correlation in the range 363~-577°C.
Nominally, 500-1000 A films consxstmg of a 3:1 ratio of
V:Si were codeposited on (111)Si and (1102) Al,0, sub-
strates at a rate of 2.6 A/s. The fluxes from the dual e-beam
sources were closed-loop controlled using two quartz crystal
sensors and monitors (Inficon model XTC) working in par-
allel. A 3:1 V:Si flux ratio was calculated to result from a
2.07:1 V:Si deposition rate ratio. Our growth rate for V,Si of
2.6 A/s was calculated assuming that the V and Si deposition
rates were 2.1 and 1.0 A/s, respectively. Prior to deposition,
Siand Al.Q; substrates were degreased in trichloroethylene,
acetone, methanol, and de-ionized water. Si substrates were
dipped in a 50% by volume solution of HF and de-ionized
water in order to remove the oxide layer. The substrates were
outgassed at approximately 750 °C, and Si substrates were
also exposed to a 0.5 A/s Si flux in order to assist in the
removal of the oxide''!* and to ensure an atomically clean Si
starting surface. Depositions were made in a low-hydrocar-
bon UHV environment with a base pressure of 8 X10™!!
Torr and with typical pressures during growth of approxi-
mately 53X 10™° Torr (dominated by H,). Following each
codeposition sequence, the substrate was immediately al-
lowed to cool in order to minimize the amount of time that

“the films were held at elevated temperature. -

Our films were codeposited on Si substrates at tempera
tures between room temperature and approximately 600 °C.
For comparison, similar codepositions wre also carried out
on “inert” Al,O, substrates. The films grown at room tem-
perature appear mirror smooth, yet show no evideace of su-
perconductivity on either substrate. Depositions made on
Al;O; at higher temperatures also appear mirror smooth
and show increasing T, approaching bulk values for V,Si
(=17 K). Films grown on Si at temperatures in excess of
550 °C have a cloudy appearance and show no evidence of

superconductivity. Growths on Si at lower temperatures

have surfaces that appear mirror smooth and have supercon-
ducting transition temperatures closer to 10 K. Figure 2
shows the p vs T profile for our highest T, sample on Si. This
film was grown at approximately 400 °C to a final thickness
of 1000 A. The data indicate that the sample undergoes a
superconducting transition at 7, = 12.5 K with a transition
width of about 0.2 K. A more detailed presentation of the

_ effect of the growth conditions on the resultant material and

electrical properties of vanadium silicide films on Si and
Al O, will be given elsewhere." ey b

Seemann-Bohlin x-ray diffraction measurements on _ -

two similar, 500-A-thick superconducting samples, one
grown at 400 °C and the other grown at 530 °C, indicate in
both cases the presence of a polycrystalline film of A 15, V,Sl.
Thxstsconﬁrmedbycmss—secnonaltransmmondm
microscopy (TEM) measuwrements which reveal a columnar

polycrystalline grain structure with a grain size of approxi- - ﬁ'

mately 100~200 A. Composition versus depth information
for these two samples was obtained with the use of Auger
sputter depth profiling. Figure 3(a) shows the composition
profile for the sample grown at 400 °C. As can be seen from

o <11
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FIG. 2. Resistivity vs temperature data for a superconducting V,Si film on
(111)Si. The film shown becomes superconducting at 7, = 12.5K, witha

_ transition width (109%-90% ) of approximately 0.2 K. Resistivity was mea-

sured using the van der Pasw method and caiculated asummg a film thick-
ness of 1000 A.

the figure, the compositional profile of the film consists of a
single V;Si layer on Si, despite a somewhat broad interface.
Assuming the V,Si film thickness to be 500 A, we estimate
the interface width, after taking mstrumcntal resolution into
account, to be approximately 140 A. In contrast, Fi 18. 3(b)
shows the compositional proﬁlc of the sample grown at
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slightly higher temperature (530 °C). If we take the compo-
sition of the top layer to be V;Si, as suggested by our x-ray
and electrical measurements, we see the formation of an in-
termediate layer having a V:Si composition of approximate-
ly 1:1. This intermediate layer is evidently due to a solid
phase reaction betwesn the depositing V,Si film and the Si
substrate. It is interesting to note that no “VSi” compound is
present in the V-Si binary phase diagram,’® and whilea V,Sis
phase does occur, this phase is not stable below 1160 °C.
Hence the chemical identity of the intermediate layer is un-
clear at present, though it conceivably could be metastable
V,Sis. ‘

The intermediate layer is also clearly evident in cross-
sectional TEM images, which reveal that the boundaries
between it and the substrate on one side and the V,Si over-
layer on the other are quite rough ( ~ 100 A). This interfa-
cial roughness (rather than interdiffusion) is probably the
origin of the broad interfacial transitions observed in the
Auger profiles shown in Fig. 3. Thus, from the above resuits,
we see that a growth temperature of 400 °C minimizes the
reaction with the substrate, yet ensures nucleation of the
superconducting 4 15 V,Si phase on Si.

In summary, with the use of modern molecular beam
epitaxial growth techniques and through a careful choice of
growth conditions, we have successfully fabricated the meta-
stable 4 15 V,Si phase on a crystalline Si substrate. Our
study demonstrates that the 4 15 V,Si structure will nucleate
at unusually low temperatures during molecular beam co-
deposition onto a clean, heated substrate. Too low a growth
temperature results in the failure to form the superconduct-

ing A 15 structure, while growth at higher temperatures re-

sults in a reaction berween the depositing film and the Si
substrate. Although we have not yet been able to achieve
epitaxy, the results obtained here suggest that the appropri-
ate growth template coupled with the appropriate substrate
surface preparation may result in epitaxial growth of
(111)V,Sion (111)Si in the future.
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- Growth and Characterization of Superconducting V,;Si on Si
" and Al,O; by Molecular Beam Epitaxial Techniques

E. T. CROKE, R. J. HAUENSTEIN,* C. W. NIEH and T. C. McGILL

California Institute of Technology
Pasadena, California 91125

A study of the growth parameters governing the nucleation of metastable supercon-
ducting A15 V,Si on Si and Al,O; is presented. Nominally, 5004 films of V,_.Si, were
produced through codeposition of V and Si onto heated (111) Si and (1102) AL,0; sub-
strates. Samples were prepared in a custom-built ultrahigh vacuum (UHV) chamber
containing dual e-beam evaporation sources and a high temperature substrate heater.
V and Si fluxes were adjusted to result in the desired average film composition. Vi 15Si; 2
films prepared at temperatures in excess of 550° C on Si show significant reaction with
- the substrate and are nonsuperconducting while similar films grown on Al;0; exhibit
superconducting transition temperatures (T') approaching bulk values for V,Si (16.6—
17.1 K). Codeposition at temperatures between 350 and 550° C results in supercon-
ducting films on Si substrates while growth at lower temperatures results in nonsu-
perconducting films. Lowering the growth temperature to 400° C has been shown through
ex situ transmission electron microscopy (TEM) and Auger compositional profiling to
minimize the reaction with the Si substrate while still activating the surface migration
processes needed to nucleate A15 V;Si. Variation of film composition about x = 0.25 is
shown to result in nonsuperconducting films for high x and superconducting films with
T, approaching the bulk V value (5.4 K) for low x. Finally, lowering the V;5Si,,s de-

position rate is shown to raise T..

Key words: Silicide, superconductor, V;Si, codeposition, epitaxy, UHV, MBE

L INTRODUCTION

Recently, much excitement has been generated in
the scientific community due to the discovery of
materials which exhibit high superconducting tran-
sition temperatures. It is now well known that these
materials possess a highly layered structure resem-
bling, to a certain extent, a superconductor/insu-
lator superlattice. Our work with the V,Si/Si system'
has been motivated by the possibility of fabricating
such a structure and, perhaps, gaining control over
the structural considerations governing T, in the new
superconductors. In addition, superconductor/semi-
conductor epitaxial structures may be of consider-
able interest in novel electronic device applications.

Besides being a simple binary system, V,Si/Si also
has been shown to have a very close lattice match
on the (111) surface. Successful epitaxial growth
of V;Si on Si would greatly enhance the chances
of growing layered superconductor/semiconductor

_ structures. Zur et al.? have shown that (111) V,Si

matches to (111) Si to better than 0.4%; however,
the two-dimensional unit cell size on the (111) Si
surface is relatively large (three times the area of

""". the fundamental unit cell) since the edges of the cell

" connect second nearest neighbor atoms as opposed
to first nearest neighbors. As a result, the question
~of whether or not V;Si can be grown epitaxially on

o _ Si is important from both a physical as well as a

- technological point of view. 4,
‘*Permanent Address: Hughes Research Laboratories, Malibn,
CA 90265. non
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Unfortunately, previous work on solid phase re-
action (SPR) of V-Si diffusion couples®* and SPR of
thin V films on Si substrates®® has demonstrated
that V,Si is unstable on crystalline Si as samples
have a tendency to react further, resulting in growth
of the nonsuperconducting phase, VSi,. In view of
these results, our experiments have included the use
of Al,O; substrates in addition to Si substrates since
we can safely assume that the depositing V;-Si, ilm
will not react with the Al,O,. ) A

In this paper, molecular beam epitaxial (MBE)
growth techniques were used to produce supercon-
ducting A15 V,Si films directly on a crystalline Si
substrate. Simultaneous growth on Si and Al,D,
substrates at temperatures in excess of 550°C re-
sult in nonsuperconducting films on Si while the
corresponding films on Al,O; exhibit superconduc-
tivity with T, approaching the bulk value for V,Si
(16.6-17.1 K'). Further analysis of the growth
temperature dependence of T, for depositions on
Si indicate the presence of a plateau region of su-
perconductivity between 350 and 550° C.-'Auger
compositional profiling and transmission electron
microscopy (TEM) have been used to characterize
the quality of the films and identify the supercon-
ducting material. Studies of the dependence of T,
on Si concentration, x, reveal that a maximum oc-
curs near x = 0.25. In addition, for high x, films
prepared on Si are nonsuperconducting and for low
x, T, approaches the bulk value for pure V (5.4 K).
Finally, decreasing the growth rate is shown to re-
sult in improved film quality and the highest T, ob-
served for a 500A V,Si film on Si 135 K). -~
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1. EXPERIMENTAL

The samples prepared for this study were code-
posited from a Thermionics dual e-beam source in
a custom-built ultrahigh vacuum (UHV) chamber
with a base pressure < 8 x 107! Torr and typical
growth pressures of approximately 5 X 107° Torr.
The growth system has been adequately described
elsewhere.® Two Inficon (model XTC) controllers were
independently used to maintain closed-loop control
over the V and Si deposition rates. Rates were cal-
ibrated using a Tencor Instruments alpha-step 200
stylus profiler. Nominally, 1000A V or Si were de-
posited on Al,O; substrates and the thicknesses were
measured at four different spots on the wafer. The

spread in the measurements indicated an uncer- .

tainty of about 5 percent in the final thicknesses.
The deposition rate rado, r,/rs;, was calculated from
the expression

r, 1-—xpsM
b A PV (1
Tsi x pvMs

where x is the molar fraction in V;_.Si,, ps; and py
are the densities, and M; and My are the molecular
weights of Si and V, respectively. For x = 0.25 (the
Si concentration appropriate for V;Si growth), the
ratio, r,/rs; = 2.07, was calculated from Eq. (1). This
ratio changed, of course, when we varied the Si con-
centration in the depositing film. In practice, ac-
curate rate control over a few angstroms was dif-
ficult to achieve, especially at low deposition rates
since instantaneous rate fluctuations in the e-beam
process could be as large as 0.34/sec; however, at
the growth temperatures used in this study, the at-
oms have sufficient thermal energy to blur the ef-
fect of these fluctuations. As a result, we have cho-
sen to calculate our compositions using the final
thicknesses of the constituents in Eq. (1) instead of
the rates. Propagating the uncertainty in the thick-
nesses through the calculation results in an uncer-
tainty in average Si concentration of about 1%. ..

Depositions were made onto heated (111) Si and
(1102) Al,O, substrates which had been first de-
greased in trichloroethylene, acetone, methanol, and

then rinsed in de-ionized water. After this degreas- .

ing procedure, the Si substrates were etched in a
50% HF solution to remove SiO,, rinsed once again
in de-ionized water, and immediately loaded into the
UHV chamber. Samples prepared for the study of
growth temperature versus T, were outgassed in situ
at approximately 800° C. Growth temperatures were
calibrated through observation of Au/Si and Al/Si
eutectic reactions in situ, and correlated to heater
power levels, assuming a T* dependence. At the eu-
tectic points, the calibration is exact, assuming the
eutectic reactions occurred at the correct tempera-
tures (363° C for Au/Si and 577° C for Al/Si). Still,
we estimate our substrate temperature calibration

to be accurate only to within 25° C. Other factors

are also present which may affect actual substrate
temperature. For instance, thermal drift due to
heating of the substrate heater itself could cause
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the wafer temperature to change during deposition.
We have attempted to address these factors by care-
fully reproducing heater power levels and temper-
ature ramping times from run to run.

Once we determined that we could consistently
grow superconducting V;Si on Si, we discontinued
use of the Al,O; substrates. The study of the effect
of Si concentration on T, used a modified substrate
cleaning procedure and employed the growth of a
100A Si buffer layer at approximately 760°C in-
stead of the high temperature outgassing. Prior to
growth of the saraples used in the study of growth
rate versus T, the substrates were heated to ap-
proximately 860° C and were exposed to a 0.14/sec
Si flux for 30 sec.*'® Subsequently, a 200 Si buffer
layer was grown at 760° C. Changes in substrate
cleaning procedure were intended to improve the Si
starting surface, with the objective of obtaining an
atomically clean surface. At present, we do not have
the capability of characterizing this surface in situ
aside from visual inspection. Fortunately, subse-
quent TEM was able to show that most of the SiO,
was indeed removed. The sample set described in
this study is presented in Table I.

III. RESULTS AND DISCUSSION

Our initial attempts at growing V;Si involved si-
multaneous deposition onto (111) Si and (1102) Al,0,
substrates which had been first outgassed in situ at
approximately 800° C. V and Si were codeposited in

Table I. V,_,Si,/Si sample characteristics.
Samples 1-9 were used in the study of T, vs. T,
The dependence of T. on composition x was
determined through a study of samples 5 and 10-
13, and samples 14 and 15 were used to investigate
the effect of deposition rate on T

Thick-

Sam- Sub- ness

ple* strate(s) A x®%S) T, CC T. K
@) (111) Si 5000 0.25 25
1y  (1i02) ALO, 5000 0.25 25 —
2 (111) Si 500 025 305 —
3 (111) Si 500 025 350 84
4 (111) Si 500 025 380 9.8
5 (111) Si 500 025 400 9.8
6@ (111 Si 500 025 500 9.6
6@ (io2) ALO, 500 025 500 106
T@) (111) Si 500 025 530 -:.:99
7% Qio) AL0, 500 025 530 . 938
8(a) (111 Si 500 025 565 ., —
8 (@io2AL0; 500 025 565 . 131
%e) (111) Si 525 025 640 ~ —
ok (1io2) ALO, 525 025 640 146
10 (111) Si 500 020 400 54
11 (111) Si 500 022 400 ‘770
12 (111) Si 500 027 400 111
13 (111) Si 500 030 400 - —
14 (111) Si 500 025 400 . 122
15 (111) Si 500 025 400 135

*Sample pairs denoted by (a) and (b) involve simultaneous de-
position onto Si and ALO, substrates. :
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a 3:1 flux ratio at various growth temperatures and
T. was measured with a germanium-diode ther-
mometer while the sample was held over liquid He.
Growth rates and final thicknesses were chosen to
result in the growth of a 500A V;Si film at a rate
of about 2.64/sec. Figure 1 shows the dependence
of T, on T, observed in this study. Samples pre-
pared at temperatures in excess of 550° C are non-
superconducting on Si and have T, approaching the
bulk value for V,Si (16.6-17.1 K) on Al,O; sub-
strates. (Presumably we might obtain a higher T,
on Al,O, if we had chosen to investigate growth at
higher temperatures. Higher growth temperature
would give the depositing atoms more energy and
freedom to nucleate larger grains. Qur purpose here,
however, is to study growth on Si.) Films grown on
Si do not superconduct unless the growth temper-
ature is between 350 and 550° C. Room tempera-
ture depositions do not superconduct on either sub-
strate, presumably because the surface migration of
the depositing atoms is insufficient to form the A15
structure. Therefore, we find a plateau region be-
tween 350 and 550° C where A15 V;Si can be grown
directly on a (111) Si substrate with T, near 10 K.

Transmission electron diffraction (TED) and plan
view TEM have confirmed the presence of poly-
crystalline A15 V;Si in our samples. Figure 2(a) is
a plan view TEM of a 500A film grown at 400° C
(sample 5). The polycrystalline nature of the sur-
face layer is clearly evident in the image and the
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Fig. 1 — Results from T, measurements on 500A Vo rsSiazs films
grown on (111) Si and (1102) Al,0, substrates. Samples grown
on Al;O, at high temperature have T, approaching the bulk value
for V,Si (16.6-17.1 K). Growths on Si react considerably with
the substrate at growth temperatures in excess of 550° C, yet,
between 350 and 550° C, saperconducting A15 V,Si is nucleated
with a T typically near 10 K Films grown at room temperature
do not superconduct on either substrate.

(b}

Fig. 2 —'a' Plan vz
from a 300A V.
The grain size |
the plane of the
pattern along thz
sample stucied in
(central spot: wers .
VS0 Rinzs surroun
result from multiziz &

~EM showing randomly or :n:2d grains
sown on (111 31 at 400° O zample 5).
:ed to range bevween 10V z=Z 2004 in
2. tb) Transmission elec:z: 2 difraction
tone axis norma: :0 the :.-7zce of the
~.ngs surrounding the trar:=:tted beam
:3ed and are due :0 polve—-s:zlline A15
-z diffraction scots due to :22 substrate
::tering from the film and =2 substrate.

grain diameter iz :imated to range fror 100-200A.
Further evidenc: :7 the presence of pol--:-vstalline
V,;8i is presenzec .= Fig.2(b). This image s the elec-
tron ditfraction z::zern from the samp.: analyzed
for Fig. 21a) wizz the electron beam aliz=ed along
the 1111 zone ax:: normal to the surface. The rings
surrounding the rzzsmitted beam (centrz” spot) have
been indexed ar: zre due to V,;Si. Multizle diffrae-
tion is responsid s or the rings observed zround the
Si substrate diffrz 7:on spots. It is appare=: from this
pattern that the " 3i grains are randor-. .+ oriented
with respect to 1x: substrate.

Two 300A V 3. :amples grown on (112 & (sam-
ples 3 and Tre  w:re selected for furth:- analysis
using Auger corz . s:tional profiling. Calizration was
achieved by derin. =g the surface laver 5 be accu-
rately V,;Si. The -z:ults are presented i~ Fig. 3. In




760

100 T T r v
(a) T, = 4c0°C
g [ L L “ 1
[ - .
60 | .. — 4
40} * =3 ]
. *
L\,’ 20 | unagnnn..n,“ .. ]
c ‘e
=3
Em 0 1 L P 1 1
g 0 200 400 600 800 1000
£
S Sputtered Depth (Angstrom)
2
5 100 r . . r -
& (b) T, = 830°C —
80'...~-.... °Si .a -
GO r -'. n- =
tieselegzecess)
40 .. -
20 " ﬂs.'°°°°0 .' g
o L L, e, 1

0 200 400 600 800 1000
Sputtered Depth {Angstrom)

Fig. 3 — Auger compositional profiles from two nominally 5004
V,;Si samples grown on (111) Si (samples 5 and 7(a)). (a) The
sample grown at 400° C has a sharp interface with the Si sub-
strate indicating that minimal reaction has taken place. The dif-
fuse nature of the interface is due entirely to limitations asso-
ciated with instrumental resolution. (b) A growth temperature
of 530° C is shown to result in significant reaction with the sub-
strate producing an intermediate layer with a 1:1 V:Si average
composition.

Fig. 3(a), a film grown at 400° C is shown to be com-
posed entirely of V,;Si. The diffuse nature of the in-
terface with the Si substrate is due to instrumental
broadening. Figure 3(b) suggests that significant
reaction with the substrate has occurred for a sam-
ple grown at 530° C producing an intermediate layer
composed of V and Si in a 1:1 average composition.
It is interesting to note that the binary phase
" diagram"! for the V-Si system does not include a
“VSi” phase and that although a V,Si; phase does
exist, it is not stable below 1160° C. Unfortunately,
a plan view TEM specimen was not prepared for this
sample so it was not possible to identify the com-
position of this intermediate layer although it could
conceivably be metastable VSis. :
Cross-sectional TEM was also performed on these
samples and the results are presented in Fig. 4. In
Fig. 4(a), the Si buffer layer and the polycrystalline
V,Si overlayer from the sample grown at 400° C are
clearly visible. The buffer layer is indeed epitaxial
despite the contrast present in the image. Unfor-
tunately, it appears to contain a higher than de-
sired density of extended defects (spaced by several
thousand A). However, since the V,Si grain size is
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age shows > ev.zence of reaczion wiz: the sub-
strate since :he :=:erface appears very :zharp. The
530° C samp.¢ sz:wn in Fig. 45 has oz -iously re-
acted with th= S: substrate. Ore can clez-ly distin-
guish two poiverrstalline lavers in tzis image,
thereby corrcoor:iing the resuit presen:zd in Fig.
3tbr. The crysza.’.:zs appear columnar i~ these im-
ages with tyoice. rain diameters betwz=n 100 and
20047 in agresm:x: with our plan view ‘mage pre-
sented in Fig. 2 : . Therefore, we concivZ2 that, by
lowering the grz:=h temperature to ac: 2zt 400°C,
a polycrystalline. superconduciing V,Si 7iim can be
grown metaszat. directly on crvstali:z= Si with
minimal reaczicr with the subsirate.

In additior. ¢ :7zdying the cepender:z of T, on
growth temrerat.rz we also investigate 2 the effect
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of film composition on T.. Depositions were made
at our previously determined optimal growth tem-
perature of 400° C and deposition rates were mod-
ified to provide a V:Si flux ratio that varied from
4:1to 7:3 (20% to 30% Si). Figure 5 shows that, for
high V concentrations, T drops to about 5.4 K, the
accepted value for pure V, suggesting that pure v
has segregated out of the depositing layer. As the
Si concentration is increased, we see a maximum in
the T, occurring near x = 0.25 as might be expected.
For x = 0.30, samples are typically non-supercon-
ducting, indicating that a non-superconducting
V,-.Si, phase has segregated out of the Si-rich films
in the same way that pure V segregated out of the
V.rich films. So far, TEM specimens have not been
prepared in order to verify this conclusion. This study
has shown that a Si composition of approximately
£ = 0.25 results in the highest quality supercon-
ducting V,;Si material

Several 500A V,Si samples have been grown at
400° C in an attempt to study the effect of growth
rate on T, but unfortunately have yielded some-
what inconclusive results. Since fluctuations in de-
position rate become more significant at lower rates,
it becomes increasingly difficult to maintain an ex-
act 3:1 V:Si stoichiometric ratio. Deposition rates
for V,Si growth were varied between 2.6 and 0.84/
sec. The first few growths at low V;Si deposition
rates have produced samples with higher T'. values.
Our best sample shows a T, of 13.5 K for a 500A
V,Si film grown at 400° C with a deposition rate of
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Fig. 5 — Effect of Si concentration, z, on T As x is varied about
the value, 0.25, T, degrades considerably. For V-rich films, V
segregates out and the T, begins to approach the bulk V value
(5.4 K). For Si-rich films, nonsuperconducting material segre-
gates out, causing superconductivity to vanish for x 20.30.
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only about 0.8A/sec. Although this result is en-
couraging, further work will be necessary if epitax-
ial V,Si on Si is to be realized.

CONCLUSIONS

Through the use of modern molecular beam epi-
taxial growth techniques, superconducting V,Si films
have been successfuily grown directly on a crystal-
line Si substrate. A study of the growth parameters
governing nucleation of V;Si on (111) Si has also
been conducted. Growth temperature has been shown
to strongly affect the nature of the deposited film.
A temperature of 400° C seems to produce the high-
est quality V;Si while minimizing reaction with the
Si substrate. Additionally, for Si concentrations dif-
ferent from x = 0.25, T, begins to degrade due to
segregation of inferior materials from the A15 V,Si.
Lowering the growth rate has been shown to in-
crease T. although strict stoichiometric control has
been difficult to obtain. Finally, though our results
have not yet indicated epitaxial growth, the use of
more refined growth procedures may result in epi-
taxial (111) V,Si on (111) Si in the near future.
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